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Abstract—Robust streaming of video over 802.11 wireless
local area networks poses many challenges, including coping
with bandwidth variations, data losses, and heterogeneity of the
receivers. Currently, each network layer (including physical layer,
media access control (MAC), transport, and application layers)
provides a separate solution to these challenges by providing its
own optimized adaptation and protection mechanisms. However,
this layeredstrategy does not always result in an optimal overall
performance for the transmission of video. Moreover, certain
protection strategies can be implemented simultaneously in
several layers and, hence, the optimal choices from the application
and complexity perspective need to be identified. In this paper,
we evaluate different error control and adaptation mechanisms
available in the different layers for robust transmission of video,
namely MAC retransmission strategy, application-layer forward
error correction, bandwidth-adaptive compression using scalable
coding, and adaptive packetization strategies. Subsequently,
we propose a novel adaptive cross-layer protection strategy for
enhancing the robustness and efficiency of scalable video trans-
mission by performing tradeoffs between throughput, reliability,
and delay depending on the channel conditions and application
requirements. The results obtained using the proposed adaptive
cross-layer protection strategies show a significantly improved
visual performance for the transmitted video over a variety of
channel conditions.

Index Terms—adaptive cross-layer error protocol, robust scal-
able video transmission, IEEE 802.11 WLAN.

I. INTRODUCTION

T HE USE of IEEE 802.11 wireless local area networks
(WLANs) as an extension to the existing wired infra-

structure, offering the convenience of mobility and portability
in the enterprise environment, is growing at a rapid pace. The
falling cost of WLAN products has also led to their increased
use in consumer homes. Although currently WLANs are
predominantly used for data transfer, the higher bandwidth
provided by new WLAN technologies such as IEEE 802.11a
and IEEE 802.11g will ultimately lead to their increasing use
for multimedia transmissions. However, to achieve a high level
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of acceptability and proliferation of wireless multimedia, in
particular wireless video, several key requirements need to be
satisfied in order to provide a reliable and efficient transmis-
sion: 1) easy adaptability to bandwidth variations; 2) robustness
to data loss; and 3) support for bandwidth, power, and device
scalability.

In this paper, we investigate the robust and efficient trans-
mission of video over WLANs. We specifically consider the
recent WLAN standard, IEEE 802.11a [2], which offers high
bit rates up to 54 Mb/s, enabling the transmission of delay
sensitive audio/visual (AV) traffic. This paper proposes a novel
vertical system integration that enables the joint optimization
of the various protection strategies existing in the protocol
stack. In the remainder of this paper, we refer to this vertical
system integration strategy ascross-layerprotection. The error
control strategies that can be implemented at the various layers,
namely, media access control (MAC) retransmission limit,
application-layer forward error correction (FEC), and adaptive
packet size selection will be investigated for the efficient
transport of video over 802.11a. We will discuss cross-layer
protection strategies, where for instance the FEC decoding is
performed at the application layer and the retransmissions are
handled at the link layer. Moreover, unlike previous papers
that discussed optimal selection of physical layer modes and
fragment lengths for the 802.11a distributed coordination
function (DCF) [5], in this paper we specifically consider the
point coordination function (PCF) mode for video transport,
since it is the most effective scenario for video transmission
over 802.11 WLANs. As will be explained further below, the
PCF is based on the poll-and-response, and was developed in
order to support real-time traffic like video.

To fulfill the requirements for wireless video identified at the
beginning of the introduction, we employ MPEG-4 fine-grained
scalability (FGS) for the compression of the video data (like in
[11] and [6]), because it can provide easy adaptation to band-
width variations and device characteristics [7].

In this paper, our adaptive cross-layer protection strategy is
pursued as follows.

1) A multipath channel model is used to simulate the wire-
less indoor channel. This channel model provides the bit-
error rate (BER) of the link for the eight different PHY
modes of 802.11a under different channel signal-to-noise
ratio (SNR) conditions.

2) Based on this channel model and the 802.11a PCF mode
of operation, we analytically derive the packet loss ratios
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and throughput efficiency at various channel conditions
for a given packet size, a given number of retransmissions
at the MAC, and an application layer FEC. The use of the
application-layer FEC is advocated to improve the poor
quality of the link under adverse channel conditions and
to enable the use of unequal error protection for video
traffic. We focus on the use of a small number of retrans-
missions to accommodate the strict delay constraints of
real-time traffic.

3) An analytical model is developed to characterize the
end-to-end distortion of FGS video based on the packet
loss ratios obtained above. We show that the derived
model matches the results obtained by the simulations.

4) Based on the end-to-end distortion model, cross-layer
protection strategy is developed to dynamically adapt
the following parameters in the video streaming system:
a) the application layer FEC; b) the maximum MAC
retransmission limit; and c) the packet sizes.

A. Related Work

In recent years, many papers proposed various solutions ad-
dressing one or several of the previously mentioned require-
ments. In [8], Girod and Färber give an excellent review of
the existing solutions for combating wireless transmission er-
rors. While their focus is on cellular networks, most presented
protection strategies can also be applied to the transmission of
video over WLANs. The focus is on channel-adaptive source
coding schemes that are useful when real-time channel feed-
back is available to the encoder. Importantly, joint consideration
of network and application layers is mentioned as an interesting
area for further research.

In [9], Shan and Zakhor presented a novel integrated
application-layer packetization, scheduling, and protection
strategies for wireless transmission of nonscalable coded
video. Coteet al. present in [10] a thorough survey of the
different video-optimized error resilience techniques that are
necessary to accommodate the compressed video bitstreams
which are very sensitive to bit errors and packet losses.
Various channel/network errors can result in a considerable
damage to or loss of compressed video information during
transmission, effective error concealment strategies become
vital for ensuring a high quality of the video sequences in
the presence of errors/losses. An excellent review of the
existing error concealment mechanisms is given by Zhu and
Wang in [3]. In [11], Majumdaret al. address the problem of
resilient real-time video streaming over IEEE 802.11b WLANs
for both unicast and multicast transmission. For the unicast
scenario, a hybrid automatic repeat request (ARQ) algorithm
that efficiently combines FEC and ARQ is proposed. For the
multicast case, progressive video coding based on MPEG-4
FGS is combined with FEC. Similarly, in [6], Van der Schaar
and Radha discussed the combination of MPEG-4 FGS with
scalable FEC for unicast and multicast applications, and a new
unequal error protection strategy referred to as fine-grained loss
protection (FGLP) has been introduced. Hybrid ARQ schemes,
where the rate of the associated FEC is adaptively changed
based on the underlying channel conditions, have also been
presented by Wang and Zhu in [3] and by Ma and Zarki in [4].

However, it should be pointed out that the protection strategies
described in these papers are implemented at the application
layer and do not exploit the mechanisms available in the lower
layers of the protocol stack. In summary, the research efforts in
the area of robust wireless transmission have mainly focussed
on enabling adaptive error-control strategies at the application
layer. However, in existing WLAN environments, different
protection strategies exist at the various layers of the protocol
stack and, hence, a joint cross-layer consideration is desirable
in order to provide an optimal overall performance for the
transmission of video.

In summary, the research efforts in the area of robust wire-
less transmission have mainly focussed on enabling adaptive
error-control strategies at the application layer. However, in ex-
isting WLAN environments, different protection strategies exist
at the various layers of the protocol stack and, hence, a joint
consideration is desirable in order to provide an optimal overall
performance for the transmission of video. Below, we briefly in-
troduce the various protection strategies present in the different
protocol layers, succinctly discuss their merits and benefits for
cross-layer optimization.

1) At the physical layer, it is possible to dynamically re-
configure the modulation and channel coding techniques
for each packet, based on the channel characteristics to
allow for tradeoffs between throughput and reliability. In-
terleaving is also often applied at the physical layer to
combat burst errors. Moreover, for multicast applications,
where MAC or application-layer retransmission schemes
cannot be successfully employed, this protection strategy
could successfully be adopted. These mechanisms are
very effective in combating losses due to interference,
mobility, and fading, and enable on-the-fly tradeoffs be-
tween throughput, robustness, and delay. The complexity
associated with this flexibility is limited. Nevertheless,
the main disadvantage of the physical layer protection
strategies is that they are solely based on the observed
channel condition and, thus, the adaptation mechanisms
do not consider the application requirements in terms of
throughput, delay, etc. Consequently, cross-layer protec-
tion strategies would enable the adaptation at the physical
layer to be done based on the application requirements.
For instance, since video can tolerate a certain amount of
losses, the best possible video quality given a particular
channel condition can be obtained by performing trade-
offs between throughput, delay, and robustness provided
by the various physical layer operation modes.

2) In the MAC layer, retransmissions are used for pro-
tection/error control. Note that the current MAC
implementations of 802.11 WLANs do not employ FEC.
The maximum number of retransmissions (i.e., retrans-
mission limit) can be changed adaptively per packet
to provide throughput, reliability, and delay tradeoffs.
The flexibility in providing these tradeoffs is supported
by most practical implementations of 802.11 WLANs
and the complexity associated with this adaptation is
relatively low. While adapting the retransmission mech-
anism is effective for unicast applications, multicast
applications require employing alternative protection
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mechanisms. Also, retransmission is not very effective
in combating long burst of packet losses that occur due
to interference or mobility. By using a cross-layer pro-
tection strategy employing application layer interleaved
FEC besides the MAC retransmission, we can handle
bursty errors, as well as adapt the protection strategy to
the content characteristics.

3) At the application layer, FEC, ARQ, and hybrid ARQ
schemes can be employed along with error resilient video
coding schemes and error concealment strategies. Ap-
plying protection strategies at the application layer leads
to a higher system complexity, but it has the advantage
that it can be more specifically targeted toward the con-
tent characteristics, necessary levels of protection, etc.

4) Different packetization strategies can be adopted at the
various layers (physical layer, MAC layer, transport layer,
application layer), leading to various tradeoffs between
throughput and reliability. However, for an optimal per-
formance, the packetization strategies implemented at the
various protocol layers should be designed jointly in order
to maximize the throughput and robustness for particular
channel conditions, while also taking into consideration
the delay requirements imposed by the application.

Currently, the various protection strategies in 802.11 WLAN
implementations are optimized separately at each network layer.
However, for efficient real-time transmission of video over wire-
less networks, it is necessary to pursue a cross-layer optimiza-
tion. Also, note that while the protection strategies implemented
in the different protocol layers are often evaluated only from
the perspective of maximizing the throughput and robustness
for particular channel conditions, the actual evaluation of these
strategies should be performed from the perspective of the appli-
cation (i.e., by taking into consideration the quality, complexity,
and delay requirements imposed by the application). For in-
stance, for real-time video streaming applications, the various
protection strategies should be evaluated in terms of their impact
on the video quality perceived at the receiver side [expressed for
instance in terms of peak-signal-to-noise ratio (PSNR) values].

B. Organization

The rest of the paper is organized as follows. In Section II, we
present a general overview of the considered system including
IEEE 802.11 MAC and 802.11a PHY, the application-layer
FEC, and the adopted multipath model. We then analyze the
throughput efficiency and delay of the employed system con-
sidering all the protocol overheads in Section III. In Section IV,
we describe the mechanism to estimate the end-to-end distor-
tion for the FGS transmission of video and we discuss different
packetization strategies for FGS. In Section V, we present
the experimental results obtained for the various error control
strategies and the adaptive selection of these strategies based
on the channel state. Section VI concludes the paper.

II. SYSTEM OVERVIEW

The IEEE 802.11 WLAN standard [1] initially defined the
specification for the MAC sublayer and three different low bit
rate physical layers supporting 1 and 2 Mb/s. Due to the limited

bit rate capabilities, the low rate systems have been predomi-
nantly used for data traffic. Two high-speed physical layers that
were defined later [2], namely, 802.11b in the 2.4 GHz ISM band
and 802.11a in the 5 GHz U-NII band, can offer bit rates up to
22 and 54 Mb/s, respectively. The 802.11a standard, which is
considered in more detail here for video transmission, provides
eight different physical layer (PHY) modes offering data trans-
mission rates from 6 to 54 Mb/s. The lower rate PHY modes are
inherently more robust than the higher rate modes. With the sub-
stantial increase in the bit rate available with 802.11a, real-time
AV applications over WLANs become a reality.

The use of WLANs for the transport of video poses inter-
esting and challenging problems due to the strict delay con-
straints of the video traffic and the inherent unpredictability of
the wireless link characteristics. Unlike data traffic, video traffic
is delay-sensitive and somewhat tolerant to packet loss through
the use of error concealment techniques at the video decoder
[3]. For nonreal-time data traffic, packet losses can always be
countered by repeated retransmissions until the packet is re-
ceived error free. However, for real-time traffic, due to the delay
constraints, the number of retransmissions that can be used is
limited and is usually small. Therefore, it may be necessary
to use additional error control strategies, such as an applica-
tion-layer FEC, to ensure reliable transport. The use of an appli-
cation-layer FEC also has the additional advantage of offering
the flexibility of unequal or selective error protection for video
transport. Unlike data streams, different parts of video streams
have different priorities and, hence, can benefit considerably
from the use of unequal error protection as will be illustrated
in this paper.

In this paper, we investigate the mechanisms necessary for ro-
bust video transmission from a video server to a wireless station.
The video data is initially compressed using the FGS scalable
coding format and stored on the PC/video server. Therefore,
no real-time encoding is performed. At transmission time, the
video data is streamed in real-time to the wireless station over an
802.11a network. In this section, we describe the various com-
ponents of this wireless transmission system, including IEEE
802.11 MAC and 802.11a PHY, and the employed application-
layer FEC.

A. 802.11 MAC Point Coordination Function (PCF)

For a wireless device transmitting AV content, periodic
access to the shared wireless medium is very important. The
802.11 WLAN standard allows two different medium access
control mechanisms, namely, the DCF and the PCF. The DCF
is the basic access mechanism, which is based on carrier sense
multiple-access with collision avoidance (CSMA/CA). In the
DCF mode of operation, each station in the WLAN contends for
the medium, and relinquishes control after transmitting a single
frame. Clearly, this access mechanism is not very suitable for
video streaming applications. In the PCF mode of operation,
the access to the wireless medium is centrally controlled by
the point coordinator (PC). The PC appropriately schedules
the downlink traffic for delivery to different wireless stations
and, for uplink traffic, grants the stations access to the medium
through a polling mechanism. This mode is more appropriate
for real-time applications. In this paper, we consider the PCF
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operation for downlink video traffic delivery from the video
server (or equivalently wireline infrastructure) to the wireless
station.

The PCF is based on a poll-and-response protocol to con-
trol access to the shared wireless medium and to eliminate con-
tention among wireless stations. The PC is the central controller,
which controls the access to the medium. The PC gains the con-
trol of the medium periodically. Once the PC gains control of
the medium, it begins a contention-free period (CFP) during
which the access to the medium is completely controlled by
the PC; after a CFP is finished, a contention period (CP) during
which the mandatory DCF is used starts. During the CFP, the PC
can deliver downlink traffic to the individual stations without
any contention. The PC can also send a contention-free poll
(CF-Poll) that allows the stations to send uplink traffic to the
PC. If the station that is being polled has uplink traffic to send,
it can transmit one frame for each CF-Poll received. If the sta-
tion does not have any pending frame, it responds with a data
frame without any content, i.e., a Null data frame. During the
CFP, a wireless station can only transmit after being polled by
the PC.

B. PHY Modes of 802.11a

The 802.11a PHY transmits and receives data frames over the
shared wireless medium. It is based on orthogonal frequency di-
vision multiplexing (OFDM) and provides eight different PHY
modes (number from 1 through 8) with different modulation
schemes and code rates offering data transmission rates ranging
from 6 to 54 Mb/s (i.e.,
Mb/s).

C. Employed Channel Model

The adopted channel model is presented very briefly here.
We have used a multipath channel model. The channel is mod-
eled as a tapped delay line, where the distribution of path ampli-
tude is chosen to be Rayleigh and the average power of different
taps declines exponentially with delay. The angle of each arrival
path is chosen as uniformly distributed in the range of 0 to.
The number of taps depends on the delay spread. In many of
the measurements at 5 GHz, the delay spread varies between 50
and 300 ns. We have used a delay spread of 200 ns in our sim-
ulations. Using the above channel model and a typical receiver
model, the performance curves of BER versus SNR are obtained
for different PHY modes of 802.11a. For illustration, Fig. 1
shows the BER versus SNR performance of three different PHY
modes of 802.11a. The BER values are obtained by selecting
different statistical channel instances with a given SNR and av-
eraging the resultant BER values over the different channel in-
stantiations. Using these bit-error values and assuming random
errors, the probability of error for a packet of lengthbytes is
obtained as

(1)

where is the BER of PHY mode m at a given SNR. The
analysis presented in this paper can be extended to include burst
errors and multistate channel models.

Fig. 1. BER versus SNR for various PHY modes.

Fig. 2. Application-layer RS coding across packets.

D. Application Layer FEC Coding

We consider the use of Reed–Solomon (RS) codes for the
application-layer FEC. When the FEC is used at the applica-
tion layer, it is necessary to apply the RS coding across video
packets. This is due to the fact that the nominal 802.11 MAC im-
plementations discard the whole MAC frame in the event of an
error. The erroneous frame at the receiving MAC is never passed
on to the higher layer. Therefore, if RS coding is applied within
a single packet at the application layer, the erroneous packet will
not be available for error detection or correction at the applica-
tion layer.

Therefore, RS coding at the application layer is applied across
packets using an interleaver, i.e.,video packets each of length

bytes are buffered at the interleaver as shown in Fig. 2. The
first symbol (byte) from each of the video packets are sent
through a RS coder resulting in parity symbols
each of which form the first byte of the parity packets.
This is repeated for the bytes resulting in parity
packets each of length generated by the RS encoder. Each
video or parity packet is transmitted via an IEEE 802.11 MAC
frame; if this frame is discarded at the receiving 802.11 MAC
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Fig. 3. FGS streaming system, in which BL and EL represent base layer and
enhanced layer, respectively.

layer due to channel errors, this results in a symbol erasure at
the RS decoder in the application layer. The RS decoder at the
application layer can correct up to packet losses out
of packets over which the RS coding was applied.

E. FGS Streaming System

For the robust transmission of scalable coding over WLANs,
we proposed in [13] a streaming system architecture different
from that of conventional ones. This architecture can take ad-
vantage of the bit-rate scalability provided by scalable coding
methods like FGS to accommodate the dynamic conditions that
are common over wireless IP networks, the user requirements
and/or receiving device’s complexity/power requirements. In
this context, we developed a generic scalable streaming archi-
tecture that includes client/server functions, control protocols,
and related algorithms. In this section, we highlight only the
“basic” features of the scalable streaming system that are im-
portant for the discussion of the cross-layer error protection
strategies. The streaming system is illustrated in Fig. 3. (The
interested readers are referred to [13] for more details.)

In our streaming system, the FGS enhancement layer is
divided in several sublayers (see Section IV-A). To facilitate
scheduling, rate adaptation, priority dropping, loss detection,
and unequal error protection, different real-time transport pro-
tocol (RTP) payload types are associated to the base layer and
to each of the enhancement sublayers. Then, by inspecting the
RTP payload type, various application and MAC-layer unequal
error protection strategies can be implemented for different
layers. In addition, the various sublayers corresponding to one
video frame are not scheduled sequentially (i.e., base layer of
video frame , followed by the most important FGS sublayer
of frame , and so on.) Alternatively, in our system, we first
schedule the base-layer packets for a group of frames, followed
by the next most important FGS enhancement sublayer for that
group of frames, and so on. In this manner, the most important
information is transmitted first. A simple “time-out” adaptation
procedure is implemented that ensures that as soon as the
deadline for transmitting the packets of that group of frames
has passed, the less significant FGS enhancement sublayers
are no longer sent and a new group of frames is transmitted.
Note that if a MAC-layer ARQ is utilized, by employing this
scheduling algorithm, a higher priority is inherently given

to the transmission of the most important packets and their
retransmission.

F. Estimation of Channel SNR

In order to dynamically change the packetization and error
control strategies at transmission time, the SNR at the receiver
side should be known. However, it is not possible to know it in
reality and, hence, for a successful and practical implementation
of such an adaptive scheme, the PC or the transmitter should be
able to estimate the SNR at the receiver. This can be achieved
by different means: one of the approaches is to assume that
the channel is symmetric, i.e., the received signal SNR at the
PC is the same as the SNR at the station. Under this assump-
tion, the PC can estimate the SNR at any station by measuring
the SNR of the signals it receives from a given station. An-
other possible approach is by means of periodic feedback from
the receiver informing the transmitter about the current receiver
SNR. The transmitter can then use this information, possibly
with some prediction, in determining the error control strate-
gies for the next set of frames. The interval of this feedback
should depend on how fast the channel is expected to change
over time. One such mechanism is currently being proposed for
the upcoming improvements to 802.11a, called IEEE 802.11h.
Another avenue for estimating the receiver SNR can be based on
the number of unsuccessful MAC frame transmissions or based
on the real-time control protocol (RTCP) reports from the re-
ceiver. When the PC transmits a set of frames to a given sta-
tion, it can maintain a record of the number of transmissions for
which the acknowledgment were not received, and then can use
these statistics to estimate the SNR at the corresponding station.
The RTCP reports from the receiver also contain information
about the fraction of RTP packets that are lost within the RTP
stream, but this channel estimation mechanism is slower than
that based on the unsuccessful MAC frame transmissions.

III. T HROUGHPUTEFFICIENCY AND DELAY ANALYSIS

Here, we analyze the throughput efficiency and delay perfor-
mance of the 802.11a PCF mode with a given application-layer
RS code and a MAC retransmission limit. The throughput effi-
ciency is defined as the ratio of the useful data, say video data,
which is received to the total amount of transmitted bits. There-
fore, we take into account the overhead incurred due to use of
the FEC, retransmissions, and headers associated with different
protocol layers. For the analysis, we have made the following
assumptions: 1) the video packets are of lengthbytes and
these packets are not fragmented in any of the lower layers and
2) the overhead of the higher layer protocols, like RTP, UDP,
and IP is bytes. The overhead of the MAC and PHY are not
included in this. The average frame transmission duration com-
puted in the following section accounts for the MAC and PHY
overhead. The MAC layer retransmission limit is set to.

A. Average Frame Transmission Duration

In this section, we analyze the average transmission duration
of a MAC frame under different conditions. This is used later in
the computation of throughput efficiency with an application-
layer RS coding. Assuming that a packet with-byte payload is
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Fig. 4. Successful downlink frame transmission and associated timing.

Fig. 5. Retransmission due to frame or CF-ACK transmission error.

transmitted using PHY mode m, the probability of a successful
transmission is given by (see Fig. 4)

(2)

where is the CF-ACK packet error probability, and
data is the data packet error probability. These can be calculated
from the corresponding packet sizes (including the headers and
the payload) and the BER. The average transmission duration
for a good cycle , where neither the data packet nor the
CF-ACK packet is in error, can be obtained from the timing in-
tervals given in Fig. 4. Similarly, the average transmission dura-
tion for a bad cycle , in a cycle where either the data packet
or the CF-ACK packet is in error can be computed from the
timing intervals given in Fig. 5. The average transmission dura-
tion for a packet with an -byte payload, given that the trans-
mission is successful with the retransmission limit of, can be
obtained as follows:

(3)

where the probability that the packet with-byte data payload
is successfully transmitted afterretransmissions under PHY
mode m is given by

(4)

and the probability that the packet with-byte data payload is
successfully transmitted within theretransmission limit under
PHY mode is given by

(5)

The average transmission duration for a packet with-byte
payload, given that the transmission is not successful with the
retransmission limit , can be obtained as follows:

(6)

Now, the average transmission duration for a packet with-byte
payload and with a retransmit limit of is given by

(7)

B. Throughput Efficiency With Application Layer RS Code

The throughput efficiency of 802.11a with the use of the
RS erasure code at the application layer is computed

based on the average frame transmission duration obtained
earlier. The RS decoder can correct up to packet
erasures. If there are more than packet erasures, then
this results in a decoding failure. Therefore, the probability of
error after RS decoding is given by

(8)

where the resulting residual error probability of the data
frame after retransmissions is given by

(9)

When a decoding failure happens, there are
correctly-received packets including both video and parity
packets possibly. We utilize these video packets if there is any
for the video decoding; on average, packets out
of correctly-received packets should be video packets.
Therefore, the throughput efficiency, taking into the account
the application-layer RS coding and the header overheads of
the higher layer protocols, as shown in the equation, at the
bottom of the page, where is from (7). is
defined in Section II-B. The numerator here corresponds to the
average number of useful video data bits that are received and
the denominator corresponds to the total average number of
bits that could have been transmitted over the medium in the
time required to send those useful data bits successfully.

C. Delay Analysis

The overall delay in the system is a crucial factor for AV
applications. In our system, the total delay comprises different
components: the delay due to buffering for RS coding at the
transmitter, the RS encoding delay, the delay incurred in the
transmission and the retransmission of packets, the buffering
delay at the receiver for RS decoding, and the RS decoding
delay. It can be seen from Fig. 2 that there is no delay at the
transmitter due to buffering. As each video packet is stored in

(10)
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the interleaver, it can be transmitted simultaneously, since the
RS coding is applied across the video packets and the data trans-
mission is along (not across) the video packets. We assume that
the process delay due to RS encoding or decoding is small and
can be neglected compared with the transmission delay. In cer-
tain applications, such as the transmission of a video stored in a
residential media server, it may be even possible to perform the
RS encoding before transmission. The maximum transmission
delay depends on the length of a packet, the maximum number
of retransmissions and the specific 802.11a PHY modethat
is used. The worst-case delay forretransmissions is given by1

(11)

If there are no packet erasures, then there is no buffering delay
at the decoder. Each video packet can be delivered to the video
decoder as soon it is received. In the presence of erasures out
of the first packets, the receiver needs to buffer up to
packets that belong to the current RS block before performing
the erasure decoding. Therefore, the maximum buffering delay
at the decoder is . Assuming a frame size of
2000 bytes, , and PHY mode 5, the value of is
6.876 ms. Therefore, the total transmission delay for an RS
code with is 433.19 ms. This delay, on top of the video
encoding and decoding delay, is well within the acceptable
range for noninteractive video streaming applications. Note
that for the most noninteractive video streaming applications,
the acceptable delay ranges between 1–10 s.

IV. MPEG-4 FGS VIDEO CODING

FOR WIRELESSTRANSMISSION

A. FGS R-D Modeling

As mentioned in the introduction, we employed MPEG-4
FGS for the compression of the video data, because it can
provide easy adaptation to bandwidth variations and device
characteristics. The FGS framework consists of a nonscalable
MPEG-4 compliant base layer using motion-compensation and
a fine-granular (progressive) intracoded enhancement layer
[7]. Under this framework, the scalable video content can be
compressed in either real-time or off-line for later on-demand
viewing. The base layer is coded at a minimally acceptable
quality of video using a bit rate of . The enhancement
layer improves upon the base-layer video, fully utilizing the
available effective bandwidth for the video payload at
transmission time. Since there is no motion compensation
in the enhancement layer, we can model the overall video
quality (PSNR) at the transmitter as a linear function of the
transmission bit rate

(12)

where is the overall FGS video quality (PSNR) at
is the video quality (PSNR) of the base layer, andis the pa-
rameter of the R-D model, which depends on the spatio-tem-
poral characteristics of the video sequence (see [7]). is the

1Note that the worst-case delay happens when all of the firstR transmissions
fail due to the CF-ACK transmission failures, not the data frame transmissions
failures.

bit-rate of the enhancement layer. The video quality at the re-
ceiver , equivalently, can be written as follows:

(13)

where is the effective received rate of the enhancement
layer at the receiver after the channel losses.

B. Fine Grained Loss Protection Strategies

The MPEG-4 nonscalable video data is divided into individ-
ually decodable packets using the definition of video packets.
One or more video packets are encapsulated in RTP packets
as defined in RFC 3016 [12]. (The video packets are not frag-
mented across several RTP packets.) The video packet size
of the base layer is predetermined at packetization time and
cannot be adjusted on-the-fly at transmission time based on
the channel conditions. However, as will be shown in Section
V, adapting the packet size at transmission time depending
on the channel conditions leads to improved video quality
performance, and this lends very well to the use of the FGS
enhancement layer, where the sizes of the various enhance-
ment-layer packets can be adjusted on-the-fly to obtain the
best throughput versus resilience tradeoffs. In [6], the con-
cept of FGLP has been introduced, where the enhancement
layer is partitioned into an arbitrary number ofembedded
sublayers that are differentially protected. Therefore, the total
number of layers equals (one base plus the enhancement
sublayers). Each sublayerhas an effective packet-loss ratio

that is a function of the channel conditions and the error
protection strategy adopted for that layer. Note that to achieve
the proposed FGLP strategy, the application-layer RS codes
are applied independently to each (priority) layer.

C. Concealment Strategy

Since the impact of packet-loss events on video quality is
greatly influenced by the level of resynchronization supported
by the video stream and the corresponding decoder, we provided
three levels of resynchronization and concealment for the FGS
base-layer and nonscalable streams at the decoder side. In ad-
dition to the sequence header (i.e., sequence-layer resilience),
protection at the following three levels is provided.

• GOP (group of pictures)—the propagation effect of a
packet-loss event is stopped by the periodically intracoded
pictures in the stream.

• VOP (video object plane)—by allowing packets to con-
tain data from only one VOP, the synchronization is al-
ways regained at the next VOP. (VOP is an MPEG-4 video
picture.)

• Video packets—when the synchronization is lost within a
VOP, the data between the synchronization point prior to
the error and next marker is discarded. The data between
two resynchronization markers is called “video-packet.”

For concealment within the nonscalable streams, the lost
image-area of the affected video packet is copied from the
previous VOP. The VOP reconstructed in this manner is then
used as a reference for the subsequent pictures in the GOP. For
FGS, a packet loss within an enhancement-layer frame causes
the remainder packets associated with that frame useless.
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D. Cross-Layer Bit Allocation Strategy

Based on this very simple error concealment method,
we can determine statistically the bit rate of the video data
that is received without errors. Since the wireless channel
is time-varying, the effective video (i.e., source coding) bit
rate correctly received by the decoder can be represented as a
random variable, whose average value can be calculated
by

(14)

The effective base layer rate at the decoder is given by

(15)

where is the packet loss rate in base layer obtained from
(8), is the encoding base-layer bit rate. For the enhance-
ment layer, a single packet loss within an enhancement-layer
frame causes the remainder packets associated with that frame
useless. Assuming enhancement-layer packets are sent for
the current frame, the effective rate of the enhancement layer at
the decoder given a packet loss ratio of (assuming equal
error protection among enhancement sublayers) is

(16)

where is the enhancement-layer packet length andis the
coded sequence frame rate. can be computed based on the
effective FGS enhancement-layer bit rate (i.e., excluding the bit
rate spent for its protection)

(17)

The can be computed at the server side from the total
bit rate available at transmission time over the channel, the
effective base-layer bit rate and the throughput efficiencies
(see (10))

(18)

where is the packet size, is the retransmission limit,
is the RS code used for the base-layer packets. The

entities with the EL subscript correspond to the enhancement
layer packet parameters. Hence

(19)

Based on (19), it can be established that we can trade the source
coding bit rate of the enhancement layer (represented by)
for the channel coding bit rate (represented by , and

). Based on the above equations, the effective enhance-
ment-layer rate at the decoder is given by

(20)

Note that is a function of and can be
obtained from (8). Similar equations can be derived for different
FGLP strategies (i.e., where different error protection strate-
gies are employed in the enhancement-layer). Consequently,
the quality of the FGS video coded stream can be computed
on-the-fly for various error protection strategies.

As mentioned previously, the employed concealment strategy
assumes that if a higher priority packet is lost (i.e., a base-layer
packet or a packet containing a more significant enhancement-
layer bitplane), then the lower priority packets in that frame are
discarded. Consequently, the packet loss rate of the base layer
should be kept very small. In [6], the performance of nonscal-
able MPEG-4 base-layers has been determined for a variety of
channel conditions, and it has been determined that for most
sequences, if the base-layer packet-loss rate is lower than
1%, the overall FGS performance remains unaffected. Hence,
given a particular channel condition and the base-layer bitrate

, we can determine the error protection strategy to keep
lower than 1%. Based on that and using (19) and (20), the overall
quality at the receiver end (13) is optimized by maximizing

by appropriate selection of the enhancement layer error
protection strategy. Based on the above analysis, the run-time
optimal cross layer bit allocation algorithm can be summarized
as follows:

• Estimate the channel condition (various methods exist to
estimate the channel condition based on the receiver feed-
back; these are not discussed in this paper)

• For the estimated channel SNR and the chosen PHY mode,
calculate the channel BER and the packet loss rates.

• Choose a judicious value of (for details, see the fol-
lowing section). The packet sizes for the base layer
is fixed to 2256 bytes. Choose and to
obtain the packet loss rate in base layer to lower than
1% (using (8)).

• For different combinations of and ob-
tain the optimal value of (using (10)). For this optimal
value , using (19) and (20) find the combination that
yields the maximum value . This combination of
application layer FEC, MAC retransmission limit and the
packet size will maximize the quality at the receiver.

V. EXPERIMENTAL RESULTS

In this section, we present the performance of the MPEG-4
FGS coder in IEEE 802.11a WLAN under various adaptive
cross-layer protection strategies. We start by highlighting the
various choices employed in different protocol layers. At the
application-layer, we used a standard-definition resolution
video sequence in progressive (i.e., noninterlaced) format
coded using a frame rate of 25 Hz that we compressed using
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the MPEG-4 Momusys FGS software. The base-layer bit rate
equals 1 Mb/s and the enhancement layer is adapted based

on the channel conditions and applied protections strategies.
Furthermore, at the application layer, we considered the use of
four different RS codes for the adaptive protection of the base
and enhancement layer—(63, 63), (63, 59), (63, 47), (63, 30).
The case of (63, 63) actually corresponds to no RS coding. The
FEC is applied across packets with an interleaving of
packets.

• At the MAC layer, the retransmission limit is not allowed
to be larger than 8 to ensure the short delay necessary for
real-time wireless transmission of video.

• The video packets are packetized using RTP, user data-
gram protocol (UDP), and Internet protocol (IP), having
typical header sizes of 12, 8, and 20 bytes, respectively.
Between the IP and the 802.11 MAC sublayer, the 802.2
logical link control (LLC) sublayer, along with subnet-
work access protocol (SNAP) is typically used with a com-
bined overhead of 8 bytes. Therefore, the total overhead
of the higher layer protocols amounts to bytes.
With the maximum size of the frame body of the 802.11
MAC restricted to 2304 bytes and , the maximum
value of is restricted to 2256 bytes. Considering pack-
etization overhead, we believe that using a payload size
smaller than 16 bytes is meaningless and, hence, the min-
imum payload size is assumed to be 16 bytes. Accord-
ingly, we consider enhancement-layer packet sizes
ranging from 64 to 2256 bytes. The base-layer packet size
was fixed and equal to 2256 bytes.

• At the physical layer, we assume that the video data is
transmitted using a fixed PHY mode equal to 5. Adap-
tation of the physical layer modulation mode could also
have been included in the overall cross-layer protection
strategy, but has been left out for the purpose of simplicity.

Note that due to the random nature of packet losses over the
wireless network and their impact on compressed video, for
each tested channel condition (SNR) and protection strategy, 50
different runs of the experiments were conducted. The PSNR
value computed from each experiment was used to determine
the average PSNR plotted in the following results figures of this
section. Furthermore, the objective measurements were verified
by subjective evaluations performed on an extensive set of se-
quences containing various motion characteristics and textures.

A. Run-Time Adaptation Procedure

Before presenting the experimental results, we summarize
our run-time adaptation procedure based on what we described
thus far.

Step 1) Channel estimation using the mechanisms described
in Section II-F (based on MAC ARQ, not RTCP).

Step 2) Optimal adaptive packet size selection based on esti-
mated channel SNR for the FGS enhancement-layer
packet sizes ranging from 64 to 2256 bytes. The
base-layer packet size is fixed at 2256 bytes.

Step 3) Adaptive application-layer FEC with different pro-
tections for base and enhancement layers based on

Fig. 6. Optimal packet size selection for different SNRs.

channel condition to maximize the PSNR (quality
performance) using the analytical model.

Step 4) Adaptive MAC ARQ performance and MAC ARQ
with different protections for base/enhancement.

Step 5) Cross-layer adaptive application-layer FECMAC
ARQ.

B. Adaptive Packet Size Selection

In this section, we present the results that specify the optimal
FGS enhancement-layer packet size that should be selected to
maximize the throughput efficiency for a given RS code and re-
transmission limit. The optimal packet size is obtained from
(10) as follows:

(21)

where was the throughput efficiency that takes into the ac-
count the application-layer RS coding and the header overheads
of the higher layer protocols. The above equation can be solved
by evaluating the function for all possible values of . In
a practical implementation, we can use a lookup table by pre-
computing the values. Using PHY mode 5, Fig. 6 shows the op-
timal packet size for different SNRs using a (63, 47) RS code
with no retransmissions. As expected, the optimal packet size
increases with increasing SNR, with a corresponding increase
in efficiency.

Fig. 7 shows the optimal packet sizes for RS code (63, 49)
with three different numbers of maximum retransmissions,

, and . It can be seen that for low SNRs, the optimal packet
size is the largest for the case corresponding to . For low
SNRs, using the maximum allowed number of link layer retrans-
missions makes the link more reliable and, hence, allows the use
of larger packet sizes. As the SNR improves, the optimal packet
size corresponding to the case of increases rapidly. This
is due to the fact that as the underlying link becomes more re-
liable at higher SNRs, the resultant packet erasures can be han-
dled by the application-layer FEC even in the absence of any
retransmissions.
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Fig. 7. Comparison of optimal packet sizes for different retransmission limits.

Fig. 8. Decoded picture quality (PSNR) of MPEG-4 FGS using various
application-layer FEC protection schemes for different SNRs.

C. Adaptive Application-Layer FEC

Here, we present the results of the adaptive use of different
RS codes and different retransmission limits, as well as their
combinations based on the SNR. Throughout the following dis-
cussion, it is assumed that whenever a particular RS code and re-
transmission limit are selected, the packet size used corresponds
to the value of optimal value obtained in (21). First, we com-
pare the dynamic selection among the (63, 30), (63, 47), (63,
59), and (63, 63) RS codes with a fixed retransmission limit of

. We assume that the enhancement sublayers are equally
protected. The results are shown in Fig. 8. From the figure, it can
be seen that when the channel SNR is under 26 dB, the RS code
for the base-layer of (63, 30) and the RS code of the en-
hancement-layer of (63, 47) should be employed for the
best visual quality performance. In the range of 26.5 to 30 dB,
the use of equal to (63, 47) code and equal to (63,
59) is optimal, while for higher SNRs, no FEC for both the base
and enhancement layers gives the best performance. This is ex-
pected because when the channel condition is poor, using a low
rate RS code is beneficial to counter the packet erasures caused
by the unreliable link. However, as the channel SNR improves,
the probability of packet erasures goes down and, hence using a

Fig. 9. Decoded picture quality (PSNR) of MPEG-4 FGS for optimal selection
FEC and no FEC for different SNRs.

Fig. 10. Modeling and simulation of PSNR performance for various channel
conditions.

high rate code is sufficient to correct the erasures, as well as to
reduce the overhead due to the RS coding.

To further illustrate the utility of the adaptive FEC strategies
at the application layer, the best PSNR performance given
the optimal selection out of four different RS codes is plotted
as a function of the channel characteristics. For comparison,
the PSNR performance obtained when no FEC is used is also
plotted. As can be seen from Fig. 9, the usage of applica-
tion-layer FEC is especially important for improving the video
quality performance for poor channel conditions. Furthermore,
the adaptive application-layer FEC combined with scalable/pri-
oritized coding of the video can ensure graceful degradation
across a large range of channel conditions.

The previous result shows the utility of applying adaptive
application-layer FEC based on channel conditions. However,
to be able to select an optimal FEC on-the-fly, we need to
employ the model introduced in Section IV-D to determine
the resulting quality for a specific FEC strategy at a particular
channel condition. To establish the validity of the model
derived in Section IV-D, we computed the sequence PSNR
performance under different channel conditions assuming that
the base-layer bit rate has been protected using the (63, 30)
RS code, and the enhancement layer is equally protected using
the (63, 47) RS code. The results using both simulations and
the modeling are portrayed in Fig. 10, and show the validity
of the model. For channel conditions under dB,
the performance of the computed quality using simulations and
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(a)

(b)

Fig. 11. Decoded picture quality (PSNR) of MPEG-4 FGS using different
retry limits (a) without and (b) with application-layer FEC.

predicted quality start to diverge due to the incurred loss in the
base layer that exceeds 1%. For base-layer packet losses higher
than 1%, the model derived in Section IV-D does not hold. This
is because the model was derived under the assumption that
the base layer is received without losses and this assumption
does no longer hold. The performance of the nonscalable base
layer under losses does not decrease linearly like in the FGS
enhancement-layer case [6].

Note that the PSNR results presented in the sequel are
obtained through simulations over various channel conditions
rather than by modeling. The modeling is only used for
determining on-the-fly the appropriate RS codes to be used
at the application layer based on the instantaneous channel
conditions.

D. Adaptive Application-Layer FEC and MAC-Layer ARQ

We now investigate a cross-layer protection strategy com-
bining the application-layer FEC and MAC-layer ARQ. For a
better understanding of the interaction between these various
protection strategies, the results have been generated with and
without application-layer FEC. The retransmission limit is
changed adaptively in the range of to to maximize
the video quality performance. Fig. 11(a) shows the PSNR
performance for different retransmission limits, assuming that
no application-layer FEC is used. From the figure, it can be

concluded that MAC-layer ARQ is essential for achieving
a graceful degradation over a large range of SNR channel
conditions. For low SNRs, the channel BER is large and,
hence using the maximum allowed number of retransmissions
improves the link reliability. When the channel SNR is higher
than 26.5 dB, note that there is only limited performance gain
compared with . Note that these results are expected,
since an increasing number of retransmissions always results
in the better video performance. Unlike in the FEC case that
leads to a constant overhead irrespective of loss, ARQ overhead
happens only when errors occur. However, it should be noted,
that in practical implementations, the MAC retransmission
limit should be selected based on the delay constraints of the
application.

Fig. 11(b) presents the video performance when both appli-
cation-layer FEC and MAC ARQ are simultaneously employed.
The application-layer FEC utilizes different RS codes: (63, 30)
for the base-layer, (63, 47) for the first enhancement-layer queue
and (63, 63) for the second enhancement-layer queue. Note that
at poor channel conditions (SNR below 26 dB), using appli-
cation layer FEC and offers the best performance. At
channel SNRs above 26 dB, using no FEC and offers
the best performance. These results can be explained, because
when the channel is poor, using only retransmission is not very
useful, since every retransmission fails, using a strong FEC can
improve the performance. However, as the channel improves, re-
transmission becomes the best protection strategy, because there
is no overhead associated with retransmissions if there are no
losses unlike FEC.

VI. CONCLUSIONS ANDFURTHER RESEARCH

In this paper, we focus on the robust and efficient transmis-
sion of video over WLANs. We specifically address the recent
WLAN standard, IEEE 802.11a, which offers high bit rates,
enabling the transmission of delay sensitive AV traffic. This
paper proposes a novel vertical system integration, referred to as
“cross-layer protection,” that enables the joint optimization of
the various protection strategies existing in the protocol stack.
We have specifically concentrated on 802.11a WLANs in the
PCF mode. We have presented an analysis of the throughput
efficiency for the downlink traffic based on a realistic channel
model, 802.11a MAC operation, and various header overheads
associated with different layers of protocols. We modeled the
end-to-end distortion of MPEG-4 FGS video for various channel
conditions using different unequal error protection strategies,
and showed that the derived model matches the results obtained
by simulations. Based on this model, a strategy for the adaptive
selection of application-layer FEC, maximum MAC retransmis-
sion limit, and packet sizes depending on the channel condition
to maximize the video quality under different multipath channel
conditions is developed.

While in this paper a simple set-up was investigated in which
one video stream in transmitted to a single receiver, an inter-
esting topic for further research is to consider different network
topologies, and the transmission of multiple AV streams to one
or multiple receivers.
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