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Abstract—Various packet scheduling, dynamic routing,
error-protection, and channel adaptation strategies have been pro-
posed at different layers of the protocol stack to address multi-user
video streaming over multihop wireless networks. However, these
cross-layer transmission strategies can be efficiently optimized
only if they use accurate information about the network conditions
and hence, are able to timely adapt to network changes. Due to
the informationally decentralized nature of the multihop wireless
network, performing centralized optimization for delay-sensitive
video streaming application based on global information about the
network status is not practical. Distributed solutions that adapt
the transmission strategies based on timely information feedback
need to be considered. To acquire this information feedback for
cross-layer adaptation, we deploy an overlay infrastructure, which
is able to relay the necessary information about the network status
and incurred delays across different network “horizons” (i.e.,
across a different number of hops in a predetermined period of
time). In this paper, we propose a distributed streaming approach
that is optimized based on the local information feedback acquired
from the various network horizons. We investigate the distributed
cross-layer adaptation at each wireless node by considering the
advantages resulting from an accurate and frequent network
information feedback from larger horizons as well as the draw-
backs resulting from an increased transmission overhead. Based
on the information feedback, we can estimate the risk that packets
from different priority classes will not arrive at their destination
before their decoding deadline expires. Subsequently, the various
transmission strategies such as packet scheduling, retransmission
limit and dynamic routing policies are adapted to jointly consider
the estimated risk as well as the impact in terms of distortion of
the different priority classes. Our results show that the proposed
dynamic routing policy based on timely information feedback
outperforms existing state-of-the-art on-demand routing solutions
by more than 2 dB in terms of the received video quality.

Index Terms—Decentralized information feedback, dynamic
routing, multihop wireless networks, video streaming.

I. INTRODUCTION

EMERGING multihop wireless LAN (WLAN) networks
provide a low-cost and flexible infrastructure that can be

simultaneously utilized by multiple users for a variety of ap-
plications, including delay-sensitive multimedia transmission.
However, these wireless networks provide only limited Quality
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of Service (QoS) support for real-time multimedia applications.
Hence, efficient solutions for multimedia streaming must ac-
commodate time-varying bandwidths and probabilities of error
introduced by the shared nature of the wireless medium and
quality of the physical connections. In the studied distributed
transmission scenario, multimedia users proactively collabo-
rate in sharing the available wireless resources to maximize
their video quality. To enable optimal usage of the multihop
infrastructure, the various network entities (source nodes, relay
nodes, etc.) can timely and accurately exchange information
about channel statistics, expected delays, or even packet loss
probabilities (due to the deadline expiration of video packets)
incurred by previously transmitted multimedia packets from
different users and distortion classes across the network. How-
ever, this network information feedback usually shares the
same resources allocated for the payload (e.g., multimedia)
transmission and thus, the resulting overheads need to be
explicitly considered for optimized transmission.

Prior research on multi-user multimedia transmission over
wireless networks has focused on centralized, flow-based
resource allocation strategies based on pre-determined rate re-
quirements and usually neglects the overheads associated with
the network information gathering and dissemination [1], [2],
[6]. These solutions are not very adaptive to the network size or
the number of users and attempt to solve the global end-to-end
routing and path selection problem as a Multicommodity
Flow [3] problem in a nonscalable fashion. This flow-based
optimization does not take into account the fact that video
applications are loss tolerant and hence, they can gracefully
adjust their quality to accommodate a larger number of users
as channel conditions are changing. Importantly, they do not
guarantee that the packet delay constraints are met for video
applications, since they do not timely adapt the transmission
strategies for the various packets based on their delay deadlines
and the available network information, which captures the
changing network conditions such as congestion/interference.

Alternatively, the majority of the multimedia-centric research
optimizes the video streaming using purely end-to-end metrics
and does not consider the protection techniques available at
the lower layers of the protocol stack. Hence, they do not
take advantage of the significant gains provided by cross-layer
design [2], [5], [6]. In [7], an integrated cross-layer optimiza-
tion framework was proposed that considers the video quality
impact based on different information horizons. However, the
proposed solution in [7] considers only the single user case,
where a set of paths and transmission opportunities are statically
pre-allocated for each video application. This leads to a subop-
timal, nonscalable solution for the multi-user case. Importantly,
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the overhead induced by the various information horizons are
not investigated in [7], which have essential impact for the
delay-sensitive multimedia applications. To enable efficient
distributed multi-user video streaming over a wireless multihop
infrastructure, nodes need to timely collect and disseminate
network information based on which, the various nodes can
collaboratively adapt their cross-layer transmission strategies.
For instance, based on the available information feedback, a
network node can timely choose an alternate (less congested)
route for streaming the packets that have a higher contribution
to the overall distortion or a more imminent deadline.

Although the information feedback is essential to the
cross-layer optimization, the cost of collecting the information
is seldom discussed in the literature. Due to the informationally
decentralized nature of the multihop wireless network, it is
impractical to assume that the global network information and
the time-varying application requirements can be relayed to
the central (overlay) network manager in a timely manner.
Distributed suboptimal solutions that adapt the transmission
strategies based on well-designed localized information feed-
back should be adopted for the delay-sensitive applications.

In summary, no integrated framework has been developed
that explicitly considers the impact of accurate and frequent net-
work information feedback from various horizons, when opti-
mizing the resource allocation and the cross-layer transmission
strategies for multiple collaborating users streaming real-time
multimedia over a wireless multihop network. In this paper, we
build on the previous work [24] and investigate the impact of
this information feedback on the distributed cross-layer trans-
mission strategies deployed by the multiple video users. We as-
sume a directed acyclic overlay network [8] that can be super-
imposed over any wireless multihop network to convey the in-
formation feedback. Our solution relies on the users’ agreement
to collaborate by dynamically adapting the quality of their mul-
timedia applications to accommodate the flows/packets of other
users with a higher quality impact and/or higher probability to
miss their decoding deadlines. Unlike commercial multi-user
systems, where the incentive to collaborate is minimal, we in-
vestigate the proposed approach in an enterprise network setting
where source and relay nodes exchange accurate and trustable
information about their applications and network statistics.

To increase the number of users that can simultaneously share
the same wireless multihop infrastructure as well as to improve
their performance given time-varying network conditions, we
deploy scalable video coding schemes [21] that enable a fine-
granular adaptation to changing network conditions and a higher
granularity in assigning the packet priorities. We assume each
receiving node performs polling-based contention-free media
access control (MAC) [16] that dynamically reserves a trans-
mission opportunity interval in a service interval. The network
topology and the corresponding channel condition of each link
are assumed to remain unchanged within the service interval.

In this paper, we discuss the required information/parameter
exchange among network nodes/layers for implementing a dis-
tributed solution for selecting the following cross-layer trans-
mission strategies at each intermediate node – the packet sched-
uling, and the next-hop relay (node) selection based on routing
policies similar to the Bellman-Ford routing algorithm [10], and

the retransmission limit at the MAC layer. In performing the
cross-layer adaptation, we explicitly consider the packet dead-
lines and the relative priorities (based on the quality impact of
the packets) encapsulated in the packet headers. Each interme-
diate node maintains a queue of video packets from various
users and determines the cross-layer transmission strategies in a
distributed fashion through the information feedback from other
intermediate nodes within a certain network horizon and with
a certain frequency. While a larger horizon/frequency can pro-
vide more accurate network information, this also results in an
increased transmission overhead that can have a negative im-
pact on the video performance. Hence, we aim at quantifying
the video quality benefit derived by the various users for dif-
ferent network conditions and video application characteristics
based on various information feedbacks.

Our paper makes the following contributions.

A. Decentralized Information Feedback Driven Cross-Layer
Adaptation

In this paper, we show how the various cross-layer strategies
can be adapted based on the information feedback. The solu-
tions of centralized flow-based optimizations [1]–[3] have sev-
eral limitations. First, the video bitstreams are changing over
time in terms of required rates, priorities and delays. Hence, it
is difficult to timely allocate the necessary bandwidths across
the wireless network infrastructure to match these time-varying
application requirements. Second, the delay constraints of the
various packets are not explicitly considered in centralized solu-
tions, as this information cannot be relayed to a central resource
manager in a timely manner. Third, the complexity of the cen-
tralized approach grows exponentially with the size of the net-
work and number of video flows. Finally, the channel character-
istics of the entire network (the capacity region of the network)
need to be known for this centralized, oracle-based optimiza-
tion. This is not practical as channel conditions are time-varying,
and having accurate information about the status of all the net-
work links is not realistic.

Alternatively, we focus on a fully distributed packet-based so-
lution, where timely information feedback can efficiently drive
the cross-layer adaptation for each individual multimedia stream
as well as the multi-user collaborations in sharing the wireless
infrastructure. To cope with the delay sensitivity of the video
traffic, we explicitly consider the delay deadlines of the various
packets (packets are dropped whenever their deadlines expire)
and estimate the remaining transmission time based on the avail-
able information feedback. This approach is better suited for the
informationally decentralized nature of the investigated multi-
user video transmission problem over multihop infrastructures.

B. Impact of Various Information Horizons/Frequencies

We define the mechanism of information feedback conveyed
through a multihop overlay infrastructure and investigate the im-
pact of different information horizons/frequencies on the video
quality derived by the various multimedia users. We discuss
the tradeoff between the increased transmission overhead and
the benefit of larger information horizons, which result in im-
proved predictions of network conditions. More information al-
lows nodes in the network to better estimate the time for each
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packet to reach its destination and hence, the chance of missing
its deadline.

C. Information Feedback Driven Packet Scheduling and
Retransmission Strategies

We introduce the concept of risk estimation based on the
available information feedback that determines the probability
that a packet will miss its delay deadline. Based on the estimated
risk and the quality impact of the video packet, we proposed
novel information feedback driven scheduling and retransmis-
sion strategies for each node in the network.

D. Dynamic Routing Policies versus On-Demand Source
Routing

We present a novel dynamic routing policy that adapts based
on the information feedback to maximize the overall quality of
delay-sensitive multimedia. Besides exploring different infor-
mation horizons under various network conditions to enable
a dynamic routing adaptation, we also compare our solution
against on-demand source routing that does the information
feedback prior to the video transmission (e.g., the route dis-
covery probing in DSR [25], and AODV [26]). Hence, unlike
our dynamic routing solution, where the information feedback
is performed during the entire video transmission, in these
routing schemes there is no transmission overhead associated
to the real-time information feedback.

The paper is organized as follows. Section II defines the
video and network specification for multi-user video trans-
mission over multihop wireless networks and provides a
cross-layer distributed optimization scheme based on the infor-
mation feedback. In Section III, we discuss the impact of the
information feedback with different information horizons and
present an integrated cross-layer adaptation algorithm for the
real-time multi-user streaming problem. Section IV introduces
a novel information feedback driven scheduling algorithm that
takes advantage of the larger information horizons. Section V
introduces our information feedback driven retransmission
limit calculation, and Section VI presents our dynamic routing
algorithms based on the information feedback. In Section VII,
we discuss the overheads of the information feedback of var-
ious parameters. Simulation results are given in Section VIII.
Section IX concludes the paper.

II. MULTI-USER VIDEO TRANSMISSION – PROBLEM

FORMULATION AND SYSTEM DESCRIPTION

A. Video Classes

We assume that video users with distinct source and des-
tination nodes are sharing the same multihop wireless infra-
structure. In [21], it has been shown that partitioning a scalable
video flow (stream) into several prioritized classes can improve
the number of simultaneously admitted stations in a congested
802.11a/e WLAN infrastructure, as well as the overall received
quality. Hence, we separate each scalable encoded video stream
into a certain number of classes (quality layers). Similarly, in
this paper, we adopt an embedded 3-D wavelet codec [23] and
construct video classes by truncating the embedded bitstream.
We assume that the packets within each video class have the

same delay deadline, similar to [11], [21]. The number of classes
for a video sequence equals , and the total number of classes
across all users in the network equals . Each
video class is characterized by the following.

• , the expected quality impact of receiving the packets in
the class . We prioritize the video classes based on this
parameter. In the subsequent part of the paper, we label the

classes (across all users) in descending order of their
priorities, i.e., .

• , the average packet lengths of the class . The ex-
pected quality improvement for receiving a video packet
in the class is defined as (see e.g., [11] for more
details).

• , the number of packets in the class in one GOP
duration of the corresponding video sequence.

• , the probabilities of successfully receiving the
packets in the class at the destination. Thus, the ex-
pected number of the successfully received packets of the
class is .

• , the delay deadlines of the packets in the class .
Due to the hierarchical temporal structure deployed in
3-D wavelet video coders (see [11] and [21]), for a video
sequence , the lower priority packets also have a less
stringent delay requirement. This is the reason why we
prioritize the video bitstream in terms of the quality im-
pact. However, if the used video coder did not exhibit
this property, we need to deploy alternative prioritization
techniques that jointly consider the quality
impact and delay constraints (see more sophisticated
methods in e.g., [27]).

At the client side, the expected quality improvement for video
in one GOP can be expressed as

(1)

Here, we assume that the client implements a simple error
concealment scheme, where the lower priority packets are dis-
carded whenever the higher priority packets are lost [11]. This is
because the quality improvement (gain) obtained from decoding
the lower priority packets is very limited (in such embedded
scalable video coders) whenever the higher priority packets are
not received. For example, drift errors can be observed when
decoding the lower priority packets without the higher priority
packets [21]. Hence, we can write

if and
otherwise,

(2)

where we use the notation in [27] – to indicate that the
class depends on . Specifically, if and are classes
of the same video stream, means due to the
descending priority ( ). represents the end-to-end
packet loss probability for the packets of class . repre-
sents the experienced end-to-end delay for the packets of class

. is an indicator function. Note that the end-to-end proba-
bility depends on the network resource, competing users’
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Fig. 1. Directed acyclic multihop overlay network for an exemplary wireless
infrastructure. (a) Actual network topology that has two source-destination
pairs, five relay nodes. (b) Overlay network topology that has two source-des-
tination pairs, six relay nodes (with one virtual node in the 1-hop intermediate
nodes).

priorities as well as the deployed cross-layer transmission strate-
gies. In addition, at the intermediate node , we assume that the
video packets are scheduled in a specific order according to
the prioritization associated with the video content characteris-
tics.

B. Overlay Network Specification

We assume that the source-destination pairs are connected
by a directed acyclic multihop overlay network, which is super-
imposed upon the physical wireless network. This overlay net-
work consists of hops with intermediate nodes at the th
hop ( ). The number of source and destination
nodes are the same, i.e., , and each node will be
tagged with a distinct number ( ). Fig. 1 illus-
trates the overlay network. We define as the fraction
of packets of class at node to select the node as
its relay at the th hop. We refer to this term as the relay
selecting parameter. Note that multiple paths could be selected
for a class, i.e., . Whenever an interme-
diate node is not reachable for class at node then

. Since the total number of intermediate nodes
in the th hop is , we have .

Importantly, note that the deployed structure is very general
and any multihop network that can be modeled as a directed
acyclic graph can be modified to fit into this overlay structure
by simply adding virtual nodes (virtual hops for different users)
[9]. We introduce virtual nodes with zero service time for users

that have a smaller number of hops, and fix the path for par-
ticular classes to pass through the virtual node (by enforcing

). Fig. 1 gives an example of a 3-hop overlay net-
work with two users ( , , , ,

). Methods to construct such overlay structures given
a specific multihop network and a set of transmitting-receiving
pairs can be found in [19], [20]. Through the multistage overlay
infrastructure, the information feedback is performed from the
intermediate nodes to all the connected nodes ( )
in the previous hop.

To describe the channel conditions of each transmission link
from node to , i.e., , ), we assume as in [18]
that each wireless link is a memoryless packet erasure channel.

represents the packet error rate over the link ,
) for the class and represent the effective

transmission rate (goodput). They can be approximated using
the sigmoid function [18]

(3)

(4)

where SINR is the measured Signal-to-Interference-Noise-Ratio
(SINR), and and are empirical constants corresponding to
the modulation and coding schemes for a given packet length

of class . represents the maximum trans-
mission rate supported by the optimal modulation and coding
scheme. To cope with the packet error, at the MAC layer, we
assume the network deploys a protocol similar to that of IEEE
802.11a/e, which enables packet-based retransmission. Let

represent the maximum number of retransmissions
for the packets of class over the link ( , ).

C. Centralized Cross-Layer Optimization for Multi-User
Wireless Video Transmission

We define as the cross-layer transmission strategy
vector for packets at the node consisting of the packet sched-
uling policy , the relay selecting parameters
for routing, the MAC retransmission limit per link,
i.e., . And

represents the set including
all the feasible cross-layer transmission strategy vector, where

is the set of all feasible packet scheduling strategies,
is the set of all possible selections of relays, and

is an integer set from 0 to the maximum retransmission limit
supported by the MAC protocol. Then, assuming the global in-
formation is available, the investigated multi-user wire-
less video transmission problem can be formulated as a central-
ized delay-driven cross-layer optimization

(5)
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where , and represents the set
of nodes at which the transmission strategies decisions can be
made for the video packets. is the number
of the nodes in . Since the successfully received packets of
each class must have their end-to-end delay smaller than
their corresponding delay deadline , the constraint of the opti-
mization is Due to the priority
queuing and the error concealment scheme in (2), the optimal
solution of (5) serves the more important packets instead of
transmitting as many packets as possible. Although the central-
ized optimization provides optimal solution for the multi-user
video streaming problem, it suffers from the unrealistic assump-
tion of collecting timely global information across the multihop
network for the delay-sensitive applications. Due to the informa-
tionally decentralized nature of the multihop wireless networks,
the centralized solution is not practical for the multi-user video
streaming problem. For instance, the optimal solution depends
on the delay incurred by the various packets across the hops,
which cannot be timely relayed to a central controller. More-
over, the complexity of the centralized optimization grows ex-
ponentially with number of classes and nodes in the network.
Hence, the optimization might require a large amount of time to
process and the collected information might no longer be accu-
rate by the time transmission decisions need to be made.

D. Proposed Distributed Cross-Layer Adaptation Based on
Information Feedback

Instead of gathering the global information , we pro-
pose a distributed suboptimal solution that collects the local in-
formation feedback at the node to maximize the ex-
pected quality of the various users sharing the same multihop
wireless infrastructure

(6)

where represents the number of packets of class
present in the queue at the node .

In this paper, we define with the following information
feedback parameters.

• SINR, the SINR to calculate the channel conditions over
each link of the overlay network [see (3) and (4)].

• , the packet loss probability of the class through
the intermediate node . The parameter illustrates the
bottleneck identification for various video classes. This in-
formation can be used by the application layer to decide
how many quality layers are transmitted or to adapt its en-
coding parameters (in the case of real-time encoding) to
improve its video quality performance given the current
number of users, priorities of the competing streams and
network conditions, but also, importantly, to alleviate the
network congestion.

• , the expected delay from the intermediate
node to the destination node of the class to convey
the congestion information of the network, which is essen-
tial for the delay-sensitive applications.

Fig. 2. Illustrative example of an application layer overlay network with infor-

mation horizon h = 2.

Let us consider the simple example in Fig. 2 that illustrates
how information feedback is deployed. The term information
horizon will be defined in Section III. In this example, node n1 is
an intermediate node that needs to relay multiple video classes
from various users. In order for the relay n1 to determine the
optimized cross-layer transmission strategies, at least 1-hop in-
formation feedback is required. The network status information
can be disseminated at frequent intervals over the overlay infra-
structure, and it is considered to be known at the decision relay
n1. However, in certain cases, feedback information from some
hops (beyond the information horizon) may arrive with an intol-
erable delay, and may be unreliable due to the rapidly-changing
network conditions.

In this paper, we make the following assumptions for
performing the information feedback and the delay esti-
mation . First, we assume a polling-based
contention-free media access (which is similar to the deployed
IEEE 802.11e [16] and 802.11s [17] standards) that dynam-
ically reserves transmission opportunities within a service
interval [16], and the network status (such as the topology,
the transmission rate and the packet error rate

for each link) remains unchanged in . Second,
because of the retransmission in the MAC layer protection,
the effective packet transmission time can be formulated as a
geometric distribution [30] with , , and
packet length (as discussed in Section III-B). Third, for
simplification, the arrival of the packets at each intermediate
node is regarded as a Poisson arrival process, which is reason-
able if the number of intermediate nodes is large enough and
the selection of paths is relatively balanced. Fourth, we assume
that the queue waiting time dominates the overall delay. Under
these assumptions, we can estimate the risk that packets from
different priority classes will not arrive at their destination
before their decoding deadline expires (see Section IV for more
detail). The adaptation of , , and the dynamic
routing policies for can be deployed in a distributed
manner based on the information feedback. Next, we discuss
the mechanism of performing the information feedback through
the directed acyclic overlay network.
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III. IMPACT OF ACCURATE NETWORK STATUS

Since the network conditions can rapidly vary in multihop
network infrastructures, the performance of any video streaming
solution will significantly depend on the availability of accurate
network information. Three key aspects for multi-user video
streaming are influenced by the availability, accuracy, and time-
liness of this information feedback.

• Decentralized decision making – network nodes can be im-
plemented to improve their adopted cross-layer strategies
based on information feedback about the channel condi-
tions and regional network congestion to avoid unneces-
sary queuing delay and hence, packet drops.

• Timely adaptation – information feedback enables timely
adaptation to network changes (e.g., nodes leaving or
sources of interference appearing or disappearing), which
is essential for delay-sensitive multimedia transmission.

• Inter-user collaboration – based on information feedback,
network resources can be effectively managed and users
are able to effectively collaborate to achieve the desired
global optimal utility. For instance, in the absence of such
information, an intermediate node may waste precious re-
sources by allocating time to packets from classes that
will miss their deadlines, thereby preventing other classes
which can meet their delay constraint from being trans-
mitted.

A. Information Feedback Frequencies and Information
Horizon

The information feedback should be performed in a dis-
tributed (per hop) fashion that explicitly considers the dis-
semination delay. We assume that the information feedback
is periodically transmitted to the previous hop every 1

seconds during each ( ). We define
as the frequency of the information feedback within one hop

(7)

We also define the vector of the dissemi-
nation factors over the network. Let represent the time
it takes for the information to be disseminated over hops

(8)

Since the network information requires time to pass through the
various hops, we have . We set . Because the
information is conveyed hop by hop, also depends on
the per-hop information feedback frequency . We define

as the information feedback frequency when the infor-
mation is conveyed over hops in the following way:

(9)

where is defined as . Since the network conditions are
assumed to be unchanged within the service interval , we

1The time interval is not the time fraction for transmitting the information
feedback in a service interval, but rather the time between two subsequent in-
formation feedbacks (which includes time for transmitting the video packet, the
information feedback and also the protocol overheads).

define the information horizon as the number of hops from
which the information feedback can be accurately disseminated
during

(10)

In [7] and [18], the dissemination time for the information feed-
back is proportional to the number of hops across which the in-
formation feedback is traversed, i.e.,

, and if we assume that is an integer, the relationship be-

tween and becomes a linear function

(11)

We focus on the impact of different information horizons di-
rectly on the video qualities of multiple users sharing the same
multihop wireless network. Note that can be converted
into an information horizon based on (10), as long as the infor-
mation dissemination factors (i.e., vector) are given. Thus, for
simplicity, in the remainder part of the paper, we denote the in-

formation horizon by simply . An example of

is shown in Fig. 2. The local information feedback in (6)
for a larger information horizon becomes a vector

where represents a set of nodes in the th hop that
feedback the information for the class traffic to the decision
nodes (e.g., node “n1” in the example in Fig. 2).

B. Impact of Various Information Horizons

With a larger information horizon, more accurate network
status can be obtained, which can be used to adapt the cross-
layer transmission strategies at various layers. A larger infor-
mation horizon ensures that the information can be obtained in
a timely manner and network status can be estimated more accu-
rately. For example, a better routing decision can be determined
to avoid the congested regions in the network. This decreases
the packet loss probability for each class, thus increasing
the for the important classes and improving the received
video qualities. However, the penalty of the overhead is seldom

jointly considered in the prior works. Let
represent the expected transmission time for a video packet in
class at node to the next hop with the information feed-
back of horizon . Based on the geometric assumption, we
can write (12), as shown at the bottom of the next page, which is
calculated as an average transmission time over all the possible

relays in the next hop. denotes the time

overhead introduced by the various protocols [16] including the
time of waiting for the MAC acknowledgements etc., and also
the information feedback. Consequently, a larger information
horizon can induce larger overheads for the packet transmission
time, and hence increases the end-to-end delay , which can
lead to higher packet losses as they can miss their deadline
[see (2)]. In this paper, we assume that the time overhead is a
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known function of the information horizon and we will discuss
this in more detail in Section VII.

In general, the information horizon might be different for var-
ious users or classes and also can vary per node, depending on
its location, congestion level, etc. Thus, a scalable information
feedback can be implemented (e.g., the information horizon can
depend on class and node ). For instance, to reduce the
overhead associated with the information feedback, some less
important classes can have smaller horizons. However, for sim-
plicity, the information horizon is assumed to be the same for
all classes (users) in the rest of the paper. The topic of imple-
menting the scalable information feedback and the analysis of
its impact form a topic of our future research.

C. Distributed Cross-Layer Adaptation Based on the
Information Feedback With Larger Information Horizon

Instead of performing the exhaustive search for the dis-
tributed optimization in (6), we present the following iterative
cross-layer adaptation to solve the multi-user video streaming
problem. Based on the information feedback, the goal of the
distributed cross-layer adaptation is to determine an optimal
packet present in the queue (from ) to be transmitted
through the optimal relay (from ) in the next
hop with the optimal retransmission limit (from ).

1) To determine a packet of a specific class for transmission,
the packet scheduling policy in the queue of the
intermediate node is optimized to first transmit the video
packets with larger , since they have a higher impact on the
overall video quality. With a larger information horizon, such
packet scheduling can be improved as we will discuss it in
Section IV.

2) To solve the routing problem, we deploy a priority queuing
approach based on the information feedback and apply dynamic
routing policies similar to the Bellman-Ford routing algorithm
[10]. We exploit the in the local information
feedback . The selection of is based on the

value that minimizes the end-to-end packet
loss probability for the transmitted packet. We will discuss
the routing problem in detail in Section VI.

3) At the MAC layer, we choose the appropriate retransmission
limit per packet based on the such
that its delay constraint is satisfied. Based on our prior results
[11] in one-hop network, the optimal retransmission strategy
is to send the highest priority packet until it is successfully
received by the next relay or until its delay deadline expires.
Specifically, let represent the current delay incurred by
a particular packet at the current node . The maximum
retransmission limit for the packet of class over the link

from to is determined based on the delay deadline
(where is the floor operation)

(13)

With a larger information horizon, the retransmission limit can
be improved as we will discuss it in Section V.

4) Then, we measure the SINR and estimate the corresponding
and for each class at the node and

feed back this information to the nodes in the previous hops

within the information horizon .

IV. INFORMATION FEEDBACK DRIVEN SCHEDULING OF

PRIORITIZED VIDEO PACKETS

At each intermediate node , in order to optimize the
scheduling of the various video packets, we determine the risk

( ) that the packets of class
will miss their delay deadline, based on the probability that the
estimated received time at the destination is after their delay
deadlines. Higher probabilities of packet loss over the network
(due to interference, congestion, nodes leaving etc.) will lead
to higher risks of packets missing their delay deadlines. Based
on this risk, the scheduling of the various packets of the dif-
ferent classes can be determined to ensure a maximized system
quality.

To compute the risk estimation for a packet, we need to con-
sider both the delay deadlines as well as the expected delay

in the information feedback conveyed

from the intermediate nodes within the information horizon .
The video packets at an intermediate node can be divided into
three categories:

• packets that will certainly be dropped (“dropped” packets);
• packets that have very high probability to be dropped (“al-

most-dropped” packets);
• packets that have low probability to be dropped (“seldom-

dropped” packets).
“Dropped” packets are video packets with a current cumula-
tive delay exceeding their delay deadline ( ).
These packets will be dropped at the current node and hence,
there is no need to compute their risk. The “almost-dropped”
packets have not yet exceeded their delay deadline (

), but their current cumulative delay plus the expected delay
to reach the destination does exceed their delay deadline, i.e.,

. We set the risks for these “al-
most-dropped” packets to be 0, as they have a very high proba-
bility of being dropped and hence, they will unnecessarily waste
resources that could be used for the successful transmission
of “seldom-dropped” packets. The remaining video packets are

(12)
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“seldom-dropped” packets. Their current cumulative delay plus
the expected delay from the current node to the destination is
lower than the delay deadline, i.e., .
Hence, these packets have a high probability of arriving at the
destination on time and their scheduling needs to be optimized
to maximize the video quality across the various users. Next,
we discuss how to estimate the risk for these seldom-dropped
packets.

A. Risk Estimation Based on Priority Queuing Analysis

The risk estimation for the seldom dropped packets is deter-
mined based on the priority queuing analysis, by using the ap-
proximation of the waiting time tail distribution. Let rep-
resent the queue waiting time for class at intermediate node

. The waiting time tail distribution can be approximated as
[13], [14]

(14)

where is the measured average input rate and
is the average service time of class at the intermediate node

. The expected average queue waiting time of the priority
queue is

(15)

Equation (15) is determined based on the Mean Value Anal-
ysis (MVA) of a preemptive-priority M/G/1 queue [10]. Until
now, we do not consider the interference incurred in wire-
less multihop networks (orthogonal transmission channels
are available for adjacent wireless links), the average ser-
vice time is the average packet transmission time

in (12). If the influence of interference is

considered, the average service time can be approx-
imated using a virtual queue analysis similar to the “service
on vacation” concept in queuing theory [10], [15]. Using (14),
the proposed risk estimation2 for the packets in class can
be computed as (16), shown at the bottom of the page, where

represents the expected
time remaining after a packet reaches its destination. We can
determine the probability that the waiting time plus a
pre-determined time duration , which is a general vari-
able for risk estimation, exceeds the expected time left ,
and thus, that the packet will be lost. The time duration
can be viewed as an extension of the waiting time for the packet.
Larger values lead to higher risks. An example of the
risk estimation is given in Section IV-B. Note that the accuracy
of computing the expected time left increases with

a larger information horizon. Thus, the

also depends on the information horizon and can be better

estimated given a larger .

B. Information Feedback Driven Scheduling

In a priority queue, the packet scheduler at an intermediate
node transmits first the most important packets (i.e., the packets
with the largest ). Each packet is transmitted until the packet
is successfully received by the next hop node or until its deadline
expires. Assume that there are total video packets at the inter-
mediate node . Let the application layer packet scheduling

, where represents the sched-
uling order for the video packet . The basic pri-
ority scheduling can be written as

(17)

where is the number3of packets of the
class that are transmitted during a period of time
using a specific packet scheduling . The notation

2The higher risk packets should be sent earlier, since they are with high proba-
bility to exceed their deadlines. However, we do not want to waste our resources
on those almost-drop packets, hence the risk estimation for these packets are set
to zero.

3Packet loss is considered in this number due to the delay constraint that drops
packets.

if
if

if

if

(16)
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Fig. 3. System map for the IFDS packet scheduling.

indicates that the packet is not scheduled due to its deadline
expiration.

A packet could be dropped in the future hops, as its deadline is
exceeded at these hops, and the transmission time of this packet
is wasted. This may results in the loss of other packets that
would have arrived on time at their destination. Thus, enabled
by the information feedback, an intermediate node gathers the
network status and makes a scheduling decision. Instead of al-
ways transmitting the most important packet in the queue, some
other video packets of the different users that are less important
but have a higher packet loss probability (risk) can be sent first.
Based on this, we propose a novel Information Feedback Driven
packet Scheduling (IFDS). The system map of the IFDS sched-
uling at an intermediate node is illustrated in Fig. 3. The risk
is estimated using the information feedback and
the waiting time distribution [see (16)].

For the IFDS scheduling, the video packets ordered in
are transmitted for a pre-determined period of time

. The IFDS scheduling is determined as (18),
shown at the bottom of the page. As opposed to the priority
queuing scheduling ((17)), the risk of losing a certain class

is considered jointly with the packet
quality impact. The scheduler sends the packets in the order that
maximizes the output video quality weighted by
within the time interval . Since different traffic classes
have different packet transmission times [see
(12)], the number of packets being transmitted per class

depends on which packets are sent

(scheduling decision). However, the
remains constant and is independent of the scheduling decision
within . Recall that with a larger information horizon

, the risk is estimated more accurately because the node is

able to obtain more accurate information from nodes which are
closer to the destination. Hence, the packet scheduling policy

is more accurate and adaptive to the network changes
than the priority scheduling strategy of (17). Finally, the IFDS
scheduling has the following constraint:

(19)

where the notation represents that packet is scheduled
before packet . If belongs to user , the is a class
dependent threshold, which can be defined as

(20)

Equation (20) provides a threshold for a particular class, which
is the quality impact value of the next important class of the
same user. The reason for the constraint in (19) is to avoid
sending an unimportant class with high risk (i.e., for the classes
of the same user, packets with higher must be sent first). This
is important since the less important classes depend on the more
important classes of the same user and hence, their distortion
will be significantly impacted if the higher priority packets are
lost [11] [see (2)].

An example of the risk estimation at an intermediate node

with fixed is given in Fig. 4 for a case of two users and
four classes with the quality impact parameters

. User 2 (with classes and ) has a smaller ex-
pected time left than user 1 (having classes and ).
Note that when , for
all the classes, because they miss their deadlines after waiting
for . Let us now adopt the IFDS packet scheduling algo-
rithm, and set the between and .
From Fig. 4, we can observe that and

. Hence, the packets of class can
wait for without significantly increasing the packet loss,
while the packets of class that are less important ( )
are transmitted.

From the example, we see that the setting of affects
the risk estimation and hence the scheduling decision. Note that
if we set larger than the maximum delay deadline of all
the users, the risk will be 1 for all the seldom-dropped packets,
and thus the information feedback driven scheduling will only
depend on . If is set too small, the risk estimations

(18)
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Fig. 4. Risk estimation versus time interval for two users.

will not affect the original priority decision. Thus, we define a
lower and an upper bound of the

(21)

since the risk estimations are large enough to take effect within
this interval. For the example in Fig. 4

.

V. INFORMATION FEEDBACK DRIVEN MAC LAYER

RETRANSMISSION STRATEGY

For protection over an error-prone wireless link, a retransmis-
sionschemeat theMAClayerisadopted.In[11], itwasshownthat
for thescalablevideocoderssuchas[23], thevideopacketsshould
be retransmitted by the MAC until they are received without error
or their deadline expires in order to maximize the received video
quality. However, if a packet approaches its delay deadline, the
risk that it will not reach its destination increases. Hence, simi-
larly to the application layer scheduling strategies discussed in
the previous section, we propose a MAC layer information feed-

back driven retransmission strategy that explic-
itly considers the risk of losing a packet based on the available
information feedback .

Let be an integer variable that represents the number
of retransmissions for a packet. If the transmission of the packet
repeatedly fails, the retransmission should last only until another
class of video packets starts to have a higher impact in terms of
overall video quality. In both scheduling policies in the previous
section, the scheduler will send packets of class having a
larger value [see (18)]. Therefore, the information
feedback driven retransmission limit becomes

(22)

which states that the retransmission limit is the maximum
number of retries such that the transmitting packet (of class

) has a greater than other packets in the queue.
Due to the scheduling constraint in (19), we only need to check
the classes that have a quality impact value larger than the
threshold in (22). Note that the information feedback
driven retransmission limit is always smaller than the retrans-
mission limit in (13) ( ), since when
a packet approaches the deadline, it will first belong to the
“almost-dropped” packets class ( ),
for which . Thus, another class of packets will
be transmitted, thereby terminating the retransmission of the
current packet. Consequently, a packet retransmission will first
reach the information feedback driven retransmission limit

before the delay deadline. Thus, other packets that
have a better chance to reach the destinations could be sent
earlier.

VI. ADAPTIVE DYNAMIC ROUTING BASED ON INFORMATION

FEEDBACK

A. Self-Learning Dynamic Routing With 1-Hop Information
Feedback

In this section, we propose a dynamic routing policy for the
relay selecting parameters . The decision is based
on the information feedback of the expected delay from the cur-
rent node to the destination, , for each class
of traffic (class ; see Fig. 2). The decisions are made by the
following policy:

(23)

are normalized coefficients to ensure that the summa-
tion equals to one

(24)

with and being constants, which are determined similarly
to the balking arrival probability in queuing theory [15]. The
value of is set depending on the arrival rate according to [15].
The term weights the average delay such
that the routing policy favors paths leading to a significant lower
delay to the destination. Recall that represents a set of
nodes in the th hop that feedback the information

. We set for the nodes whose
information feedback is not received, indicating that node
is not connected to node using the overlay infrastructure [8].
We refer to this relay selecting policy as self-learning policy,
since the decision of will influence the future infor-
mation feedback. Recall that , hence the
relay selecting parameters provide a routing description across
the network with multipath capability.

The expected delay to the destination of each class is periodi-
cally updated at each node using the information feedback from
the next hop. If the current node is node at the th hop, the
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Fig. 5. Self-learning dynamic routing algorithm for large information horizon.

expectation of delay to the destination of each class is as fol-
lows:

(25)

where is provided from the information feed-
back of the nodes of the next hop, and the relay selecting param-
eter is calculated based on (23). is the
average queuing delay at the current queue, which can be either
calculated from (15), or measured from the average queue size.
Fig. 5 gives the algorithm of the proposed self-learning policy.
The self-learning policy will dynamically adapt the relay selec-
tion to minimize the delay through the network.

This method is inspired by the Bellman-Ford shortest path
(delay) routing algorithm [10] that minimizes the end-to-end
delay across the network. Our routing algorithm reduces to the
Bellman-Ford algorithm when to the node

that feedbacks the smallest . The dif-
ferences are that our distributed routing policy enables multi-
path capability, and the delay of class is influenced by only
the same or higher priority traffic. Since the packet losses
result from the violation of the delay constraint, the minimum
end-to-end delay provided by our routing policies leads to
the minimum end-to-end packet loss [see (2)]. Combined with
the optimal packet scheduling and the retransmission limit (to
satisfy the delay constraint), the self-learning policy can conse-
quently maximize the of the traffic class with higher
quality impact [see (6)].

B. Dynamic Routing With Larger Information Horizon

The self-learning policy is the shortest delay routing policy

with one hop information horizon ( ). However, if the
network conditions or topologies change, this information
will be fed back with a certain delay. A larger information
horizon ensures that any network changes in the horizon can
be timely learned and the cross-layer transmission strategies
can quickly adapt to the latest network conditions. With the

information feedback parameters , if some
significant changes happen in the network at hop (such as
node failure, link status change etc.), the corresponding relay
selecting parameters are recalculated based on
the new information feedback . Note that the
expected waiting time and the expected delay toward desti-
nation ( from (15), and from
(25)) depend on and can then be recalculated

recursively. Define as a vector of relay selecting
parameters of the nodes between the changing

hop and the hop (if , otherwise the
recalculation ended at the source nodes)

(26)

In Fig. 5, we provide the corresponding self-learning dynamic
routing algorithms for the increased information horizon.

C. Channel-Aware Self-Learning Routing Policy

In this section, we provide another dynamic routing policy
called channel-aware self-learning policy that not only deter-
mines the relay selecting parameters based on the information
feedback parameters (to avoid congested
area), but also depends on the channel conditions of transmit-
ting packets to different relays. Denote the operation
as the smallest choices from a set . Assume is the
set of the intermediate nodes that are selected as the relays for
class at the hop

(27)
Note that if , then the algorithm is again equivalent to the
Bellman-Ford shortest delay algorithm, since the only relay that
will be selected is the one with the smallest . If

, we determine the relay selecting parameters to minimize
the second moment of the service time of the class at node

if

if
(28)

Note that the second moment of the service time is

(29)
Using the same soft minimum (probabilistic) approach in the
previous two sections, we rewrite (28) as

if

if
(30)
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are normalized coefficients to make sure that the
summation equals to one

(31)

This routing policy is different from the self-learning routing
policy that minimizes the end-to-end cumulative queuing delay.
The channel-aware self-learning routing policy distributes the
traffic through the links with better channel conditions that di-
rectly affect the , and the influence of
channel conditions can be emphasized by using a larger

.
The channel-aware self-learning routing policy has a prop-

erty to reduce the uncertainty of the packet loss probability.
Note that the packet loss probability has the following upper
bound of (32), shown at the bottom of the page. The new routing
policy selects the relay selecting parameters to
decrease the upper bound of the packet loss probability. First,
we reduce the term by
enforcing only for nodes with a smaller

[see (27)]. Second, we try to decrease the
second moment of the queue waiting time , which is
related to the higher moments of the service time distribution,
i.e., are selected to have a service time (transmis-
sion time of a packet) with small variation. In order to decrease
those higher moments of the service time distribution, besides
limiting the number of nonzero relay selection parameters for
the next hop nodes, we also determine by mini-
mizing to decrease the variation of the service time.

The channel-aware self-learning routing policy for a larger
information horizon can also apply the same algorithm stated in
Fig. 5 by substituting (26) with (30).

D. Proposed Dynamic Priority Hybrid Routing Algorithm

The self-learning dynamic routing policy introduced in
Section VI-A attempts to minimize the average end-to-end delay
toward the destination, while the channel-aware self-learning
routing policy introduced in Section VI-C attempts to decrease
the upper bound of the packet loss probability (resulting from
deadline expiration). Usually, the important video packets
(with larger quality impact ) will be sent first. To reduce
the uncertainty of the packet loss rate is more important to
these packets, since they experience significantly small av-
erage queuing delay (as well as the packet loss rate). The
channel-aware self-learning routing policy is more suitable
for these packets. On the other hand, some other packets of
the less important classes experience larger queuing delay in

the network, and the self-learning routing policy that ensures
shortest delay is essential for these packets. Consequently, with
a pre-determined threshold , we choose the channel-aware
self-learning routing for the important classes with ,
and the self-learning dynamic routing for the rest of the classes.
We refer to this hybrid routing policy as Dynamic Priority
Hybrid (DPH) routing algorithm. Our DPH routing can also
apply the algorithm in Fig. 5 for larger information horizons.

VII. OVERHEAD ANALYSIS FOR INFORMATION FEEDBACK

The information feedback can enable the cross-layer adapta-
tion of video streaming over a multihop network. As the infor-
mation horizon increases, the network status can be estimated
more timely and accurately, and the cross-layer strategies can be
improved for the delay-sensitive applications. However, a larger
information horizon also consumes more network resources for
video transmission and results in an increased time overhead per

packet transmission, [see (12)]. Various infor-

mation feedback parameters have different transmission over-
heads. In this paper, we take the three information feedback pa-
rameters illustrated in Fig. 2 as examples.

Assuming a certain topology, let us perform a worst-case
analysis to quantify the maximum information feedback.
We assume that the information feedback overheads are

for the three information feedback
parameters, respectively. We assume that the average number of
nodes in one hop is , the number of total classes is , and we

set the information horizon as for all users (classes). The
SINR information is fed back from potential receivers to the
transmitters to enable the link adaptation as well as to facilitate
the polling control signaling. Thus, an information horizon of
only 1 hop is sufficient for the adopted overlay infrastructure,
and the overhead in terms of the information feedback unit is

. As for the other two information feedback parame-
ters, the parameters are required across the whole information
horizon and different for all the classes. An aggregation scheme

can be applied to reduce the repeated information (as in
e.g., [8], [31]). The worst-case overheads in terms of the in-

formation feedback unit are and

, respectively.

and represents the functions of aggregated

information feedback over hops for these two infor-
mation feedback parameters. In conclusion, the information
feedback overhead increases with the information horizon.

VIII. SIMULATION RESULTS

To assess the importance of information feedback, we con-
sider several multi-user video transmission scenarios. Two

(32)
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TABLE I
DESCRIPTION FOR THE FOUR CASES OF THE SIMULATION RESULTS ( t = 100 ms)

TABLE II
SIMULATION RESULTS FOR IFDS SCHEDULING WITH VARIOUS INFORMATION HORIZONS AND DIFFERENT NETWORK EFFICIENCIES

Fig. 6. Simulation settings of a 6-hop overlay network with two video se-
quences.

video sequences, “Mobile” and “Coastguard” (16 frames per
GOP, frame rate of 30 Hz, CIF format) compressed using a
scalable video codec [23] are sent from distinct sources to
their corresponding destinations through the multihop wireless
network shown in Fig. 6. We consider four different scenarios
with various information horizons and information feedback
overheads as stated in Table I. Each video sequence is divided
into four classes ( , ). The quality impact parame-
ters and the number of packets in one group of picture
for each class are shown in the left side of Table II.

In our simulation, we captured the packet-loss pattern under
different channel conditions (described in the paper by the
link SINR) using our wireless streaming test-bed [8]. In this
way, we can assess the efficiency of our system under real
wireless channel conditions and link adaptation mechanisms
currently deployed in state-of-the-art 802.11a/g wireless cards
with 802.11e extension. Link adaptation selects one appro-
priate physical-layer mode (modulation and channel coding)
depending on the link condition, in order to continuously
maximize the experienced goodput [8]. Hence, each link in
our network settings shown in Fig. 6 is assigned with an
effective transmission rate measured from the test-bed. The
parameter represents the streaming efficiency of the
network. The various efficiency levels are represented by
varying the available time fraction for the contention-free
period in the polling-based MAC protocol, which induces
the various available transmission rates for the video packets
over the links. In our event-driven simulation, these network
efficiency levels range from 300 Kbps to 500 Kbps. A larger

gives higher network efficiency. We set ,

(see Section III) and varies from 1 to 4 for the
four scenarios. The information feedback overheads are set as

for all the classes. Note that
the time overhead is limited, i.e., 2.5% of the average packet

transmit time when , and .
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A. IFDS Scheduling and Retransmission Limit

Note that the effect of the IFDS scheduling depends on
many factors, such as the network topology, application
characteristics, network transmission efficiency, and conges-
tion/interference conditions, etc. Here, we would like to assess
the importance of the risk consideration in resource-constrained
networks. We set the application playback delay deadlines are
set to 500 ms and 300 ms for the classes of the two video
sequences respectively. The transmission rates of the links in
the first hop are, relatively higher than the subsequent links.
Consequently, most of the packets of the various classes will
be queued at the specific intermediate nodes n1 and n2 (some
of them will still be left in the source queues), and the effect
of risk can be highlighted for two streams with different delay
deadlines.

We adopt the IFDS scheduling and the retransmission limit
algorithm in Sections IV and V for cases with larger informa-

tion horizons ( ). In scenario 1, we make the packet sched-
uling first transmit the packets with the highest quality impact
parameter until the transmission success or delay deadline
expiration [i.e., (17)]. In scenario 2, the risk estimation is con-
sidered jointly with the quality impact parameters using (18). In
scenarios 3 and 4, larger information horizons are used in (18)
for risk estimation. However, with larger information horizon,
the performance degrades due to larger information feedback
overheads. The simulation results of the packet loss rate of each
class at their destinations are shown in Table II under various
network transmission efficiencies. Since the delay deadline of
the “Coastguard” sequence is smaller, it has higher packet loss
rate, especially in networks with low transmission efficiency.
However, it is shown that as the information horizon increases,
the IFDS scheduling sends more “Coastguard” packets to im-
prove its video quality without degrading significantly the video
quality of the “Mobile” sequence.

To observe the impact of the various information horizons on
the overall video quality, the average Y-PSNR decoded at the
destinations of the two sequences are shown in Fig. 7. It shows
that the optimal choice of information horizon varies with the
network transmission efficiency. For networks with high trans-

mission efficiency, a larger information horizon ( ) makes
the IFDS scheduling more efficient, and improves the video
qualities. However, for a network with low transmission effi-
ciency that is more congested, a shorter information horizon

( ) results in better performance since the limited network
resource can be focused on the video transmission (payload).

B. Adaptive Dynamic Routing

We compare our DPH routing algorithm with an on-demand
multipath routing algorithm AOMDV [29] that selects several
loop-free link-disjoint paths based on a well-known on-demand
routing algorithm AODV [26]. For the on-demand routing,
each video source requires a route discovering period (depends
on the round-trip delay to the destination; here, we assume 100
ms) [29] before streaming the video. Although this on-demand
routing saves additional time overheads for packet transmis-
sions, it sacrifices the tolerable delay when transmitting the
delay-sensitive video packets. In Table III, we also compare the

Fig. 7. Y-PSNR versus various information horizon cases under different net-
work transmission efficiencies.

Fig. 8. Overlay network simulation with teo video streams over the wireless
mesh network.

TABLE III
COMPARISON OF THE DPH ROUTING POLICY WITH THE ON-DEMAND

MULTIPATH-ALGORITHMS

proposed DPH routing with the on demand routing upon a more
general overlay structure over wireless mesh network shown
in Fig. 8. The same two video sequences are streamed from
node S1 to D1 and from node S2 to D2 with delay deadline 500
ms, respectively. In summary, the simulation results show that
our dynamic routing policy outperforms existing on-demand
routing solutions by more than 2 dB in terms of the received
video quality in low efficiency wireless networks.

IX. CONCLUSION

In this paper, we investigate the impact of information feed-
back with different network horizons on the video quality of
multiple users sharing the same multihop wireless network. We
illustrate how the various cross-layer strategies can be adapted
to take advantage of the available information feedback from a
larger network horizon through the proposed information feed-
back driven scheduling, retransmission limit and the dynamic
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priority hybrid routing algorithm. Unlike the end-to-end feed-
back that exists in today’s networking protocols (such as the
rate control in TCP), the information feedback is performed in a
distributed (per hop) fashion that explicitly considers the instan-
taneous delays, which is essential for supporting delay-sensitive
multimedia applications. We investigate the tradeoff between
the increased transmission overhead and the benefit of larger
information horizons leading to an improved prediction of net-
work conditions. The results show that in a network with higher
transmission efficiency, a larger information horizon can lead
to an improved performance in terms of video quality, which
leads to more than 2 dB improvement in video quality as a re-
sult of balancing the effect of different delay deadline among
users. However, with lower transmission efficiency, smaller in-
formation horizon performs better by ensuring limited overhead
of the information feedback.
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