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Complexity Scalable Motion Compensated Wavelet
Video Encoding

Deepak S. Turaga, Mihaela van der Schaar, Senior Member, IEEE, and Beatrice Pesquet-Popescu

Abstract—We present a framework for the systematic analysis
of video encoding complexity, measured in terms of the number of
motion estimation (ME) computations, that we illustrate on motion
compensated wavelet video coding schemes. We demonstrate the
graceful complexity scalability of these schemes through the mod-
ification of the spatiotemporal decomposition structure and the
ME parameters, and the use of spatiotemporal prediction. We gen-
erate a wide range of rate-distortion-complexity (R-D-C) operating
points for different sequences, by modifying these options. Using
our analytical framework we derive closed form expressions for the
number of ME computations for these different coding modes and
show that they accurately capture the computational complexity
independent of the underlying content characteristics. Our frame-
work for complexity analysis can be combined with rate-distortion
modeling to determine the encoding structure and parameters for
optimal R-D-C tradeoffs.

Index Terms—Complexity analysis, rate-distortion-complexity
(R-D-C) scalability, spatiotemporal motion vector prediction,
wavelet video coding.

I. INTRODUCTION

ITH THE recent deployment of several multimedia

mobile devices that have constrained computational
resources as well as reconfigurable processing capabilities, it is
getting especially important to achieve complexity scalability
for multimedia coding. In such systems, the computational
capabilities of the devices vary not just in terms of the power
of the underlying processing, but also at run-time, for instance
with the depletion of battery resources. This requires that the
complexity of the multimedia algorithms be scaled gracefully
to meet these constraints. Current video coding standards iden-
tify different profiles corresponding to varying computational
complexity, however these profiles correspond specifically
to the decoding complexity, and are fairly coarse in terms of
their supported scalability. In this paper, we focus specifically
on encoding complexity and show how different encoding
parameters and configurations can be selected to scale the
complexity gracefully, while optimizing rate-distortion (R-D)
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tradeoffs. This problem of scaling complexity gracefully has
not been examined sufficiently in the past, and most current
solutions have either a high quality high complexity codec or a
low complexity low quality coding codec.

We present a framework to model and analyze video encoder
complexity, especially in terms of the number of computations
incurred during the motion estimation (ME) process.! We de-
velop closed-form expressions for the number of computations
required by ME under different coding modes and structures.
With our analysis, the complexity associated with these different
coding options can be predicted accurately independent of the
content characteristics and, therefore, it can be used to deter-
mine the best coding options for optimized rate-distortion-com-
plexity (R-D-C) tradeoffs.

While the complexity can be predicted across sequences with
different content characteristics, the corresponding impact of
scaling complexity on the decoded video quality can vary signif-
icantly. In this paper we further evaluate the impact of these dif-
ferent encoder configurations (with different complexities) on
the decoded video quality for a variety of video sequences with
widely differing content characteristics. Our complexity anal-
ysis can be combined with models for the decoded video quality
(specific to different types of content) to determine the optimal
R-D-C tradeoffs at run-time.

In this paper, we specifically consider motion-compensated
temporal filtering (MCTF) based wavelet video coding schemes
as they provide significant flexibility in terms of the coding
modes, parameters and spatiotemporal decomposition struc-
tures, however our analysis is not limited to these schemes,
and can be extended to different coding schemes and systems.
Motion compensated wavelet video coding schemes use mul-
tiresolution temporal and spatial decompositions to remove
redundancy, and achieve spatiotemporal scalability. MCTF was
introduced by Ohm [1] and later improved by Choi and Woods
[2]. There has been a growing interest in motion-compensated
(MC)-wavelet schemes due to their significantly improved R-D
performance that is achieved while also providing spatiotem-
poral signal-to-noise ratio (SNR) scalability. Recently, results
have been presented in [6] showing that the R-D performance
of MC-wavelet schemes is comparable with the latest predictive
coding standards like H.264, despite the MC-wavelet coder
being embedded and the H.264 coder being optimized for each
individual decoded bit rate.

Many extensions have been proposed to increase the coding
efficiency and the visual quality of MCTF schemes. Among

IThe ME process can be a significant component of the encoder complexity.
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these are lifting-based MCTF schemes proposed by Pes-
quet-Popescu and Bottreau [3] and by Secker and Taubman [7],
[10], as well as unconstrained MCTF (UMCTF) introduced
by Turaga and van der Schaar [8]. The UMCTF framework
allows flexible and efficient temporal filtering by combining
the best features of motion compensation, used in predictive
coding, with MCTF. UMCTF involves designing temporal
filters appropriately to enable this flexibility, while improving
coding efficiency.

There has been a significant amount of work on designing
novel ME algorithms for reducing video encoding com-
plexity, and several algorithms that use gradient-descent like
approaches, stochastic optimization, hierarchical strategies,
genetic optimization etc. have been developed. As opposed to
this, we consider the scaling of ME complexity through the
selection of the appropriate encoding structure (spatiotemporal
decomposition), ME parameters and spatiotemporal prediction.
In this paper we perform our analysis using the full search ME
algorithm, to retain the optimality of the search, however our
analysis can easily be extended to account for other search
strategies to reduce encoding complexity further.

The ME complexity in UMCTF based MC-wavelet coding
can be adapted by changing the spatiotemporal decomposition
structure as follows.

* By selecting the UMCTF controlling parameters - the tem-
poral decomposition structure, the GOF size, the temporal
filter taps and lengths, etc.—the number of MEs that need
to be performed for each block can be reduced.

* Using adaptive spatiotemporal decomposition, the number
of blocks for which ME is performed can be decreased.

* Subsequently, given a certain spatiotemporal decomposi-
tion, the temporal correlations existing across the different
temporal decomposition levels can be exploited to further
reduce the ME complexity. For instance, by temporally
predicting MV across temporal levels and using adaptive
search ranges across the temporal levels, the ME com-
plexity for each block, i.e., number of mean absolute
difference (MAD) comparisons, can be decreased.

We examine the combination of these “macro” and “micro”
complexity controls, to achieve the appropriate R-D-C trade-
offs. This paper is organized as follows. We first introduce
the UMCTF notation and framework, and its specific features.
We then derive expressions for the ME complexity under
different coding parameters and decomposition structures in
Sections III and IV. We present results verifying our analysis,
and highlighting the variation in decoded video quality across
different video sequences, in Section V and finally conclude in
Section VL.

II. UNCONSTRAINED MOTION COMPENSATED TEMPORAL
FILTERING (UMCTF)

A. Notation

We consider a group of frames (GOF) containing N frames
that will be filtered together. The temporal multiresolution anal-
ysis is performed over D € N decomposition levels (by conven-
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Fig. 1. Illustration of used UMCTF notation.

tion, D = 0 corresponds to the original frames) and we denote
by N, the number of frames at level d € [0, D] in the approx-
imation subband. Let A¢ be the approximation frames? at level
d € [0,D], where 0 < 3 < Ny — 1.

The subsampling factor can be different according to the res-
olution level, and we denote by M this decimation coefficient
at level d € [0, D] (note that this also represents the gap be-
tween successive A frames at level d). We have, therefore, for
d>0: A=A i €{0,...,Ny— 1}.

The motion vector (MV) connecting frames %k and [ at level
d € [0, D] is denoted by (v,fj’k_,l, ve, _.,). The temporally high-
pass filtered frames H? at level d € [0, D] are obtained by
motion-compensated filtering as follows:

H(n,m) = A{™" (n,m)

- Z f}l(n, m)Ai'l—_jl (n— fof,i—jeivm - Vfrl,i—j—w)

jese

where index ¢ belongs to {1,..., My —1,Ma+1,...,2M, —
1,2M4+1, ..., Ng_1—1} (in other words, we skip frames with
indexes multiple of M, which are the approximation frames);
A,‘ii__j1 (n—vg, ;_;;m—vl, ;) represents the motion-com-
pensated (¢ — 7)th frame; this may possibly include a spatial
interpolation, in case of a fractional-pel ME; fj‘»i are the coef-
ficients of the temporal high-pass filter to create H{ frames;
and S¢ is the support of the temporal filter, taking into account
perfect reconstruction constraints and also the following condi-
tions: j # 0,7 — Ng_1 + 1 < j < i. We denote by R;f (respec-
tively R?) the maximum number of reference frames allowed
from the past (respectively, from the future). This notation is il-
lustrated in Fig. 1.

B. UMCTF Framework

The peformance of UMCTF based coding schemes is deter-
mined by a set of “controlling parameters” as shown in Table I.
For instance by selecting the filter coefficients appropriately,
we can introduce multiple reference frames and bidirectional
prediction, like in H.264, in the MC-wavelet framework. We can
adaptively change the number of reference frames, the relative

2In this paper, we do not consider any low-pass filtering, instead we pass
the approximation frames unfiltered to be filtered later at future decomposition
levels.
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TABLE 1
ADAPTATION PARAMETERS FOR UMCTF

Controlling | Adaptation Result

Parameter

N Changes GOF size

D Limits the number of temporal decomposition levels

ma Enables flexible temporal scalability; allow different decodable frame rates

Rz Varies the number of reference frames used from the past; can be different at different
levels

Rl/’_ Varies the number of reference frames used from the future; can be different at different
levels

f,'-‘/ Changes the relative importance between reference and current frames, selects between
available reference frames, can be different at different levels

importance attached to each reference frame, the extent of bidi-
rectional filtering etc. Therefore, with this filter choice, the effi-
cient compensation strategies of conventional predictive coding
can be obtained by UMCTF, while preserving the advantages of
conventional MCTF.

Similarly, we know that the coding gains through temporal
filtering are likely to be smaller at higher decomposition levels,
as the frames get farther apart. In such cases we may reduce
the filter lengths. Sometimes, we might even stop the temporal
decomposition beyond a certain level, i.e., reduce D. This
decreases the overhead of transmitting different filter choices,
MVs etc. that provide little or no gain. Simultaneously, the
complexity is also reduced at these higher levels (lower frame
rates).

C. UMCTF Complexity Analysis

In this section we derive the number of MEs performed per
block of each frame for one GOF with multiple reference frames
and bidirectional filtering.

For this analysis, we use N frames with positions
{0,1,..., N — 1} in the GOF, and D decomposition levels.
For the sake of simplicity, we set My = M, Rg = Ng_1—1
and R? = 1 for all levels d. More precisely, in high-pass
temporal filtering (see Section II-A), we use from the past
all possible frames before the current one and from the fu-
ture the next approximation frame in the GOF. We assume
N mod (M)P = 0. Obviously, frame 0 does not use any other
frame as reference. For all other frames we can derive the
number of frames that they use as reference. This corresponds
to the number of MEs that need to be performed for each
block of the frame. In order to derive this number we consider
frames that are encoded at different levels of the temporal
decompositions. For instance, all high-pass filtered frames at
level d(d = 0,1...D) were originally located at positions
k‘d’i(M)d_1 with the factor kq ; such that kq ; mod M # 0, and
the index i = 1,2...((N/(M)4=1) — (N/(M))%). In order to
illustrate this, consider a decomposition with N = 27, M = 3
and D = 3. Frames that are encoded at level d = 2 come
from original positions 3, 6, 12, 15, 21 and 24 corresponding to
kqs =1,2,4,5,7,8and ¢ = 1,2,3,4,5,6.

It can be determined that a frame in this position k4 ; (M)
uses (kq,; + 1) frames as reference. Indeed, kq,; is the number
of frames before this frame (including the first frame) at the cur-
rent level. Since we allow multiple reference frames from the
past, all these are allowable reference frames. Besides this, we

d—1
b

also have bidirectional filtering, so we need to add in one future
frame. We also need to account for the case when we have no fu-
ture frames for bidirectional filtering. This is true for the last few
frames at each level, i.e., frames with k4 ; > (N/(M))4=1 =M.
For each block in these frames, we can only perform k4,; MEs.
We show two examples to illustrate this in Fig. 2.

In Fig. 2 we show two decompositions, one with
N=9 M=3,D=2andonewith N =8 M =2,D = 3.
For both schemes, under each frame, in parentheses, we write
the original positions of the frames that it may use as reference.
We count these reference frames and include the total number
enclosed in a circle, on the frame. This corresponds to the
number of MEs that need to be performed for each block in the
current frame.

Hence, if we assume that the number of blocks per frame is
B the total number of MEs that need to be performed to encode
a GOF of N frames using these UMCTF settings is

D
#ME = B Z
d=1

>

e — N A
ka i < b=t —M

(k'd,i + 1)

LD

ka,i>

kas| . (1)

Tt M

We show in Appendix A that this sum is equal to
#ME = B((D, N, M)

where

o w2

1—M_2D
M+1( )

+N(1-M"P)- DM —-1). (2

As an example, using different UMCTF parameters as shown in
Fig. 2, we find 34 B or 25B MEs (corresponding to the left and
right UMCTF structures) per GOF.

The above result is derived assuming that we set
R = (N/(M?="))—1.In practice, we can limit the number of
reference frames from the past to a smaller number R. In such a
case each block in a frame at position k4 ; (M )4~! would require
min(R + 1, (ka; + 1)) MEs if kg; < (N/(M)41) — M
and min(R, kq ;) otherwise.
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Fig. 2. Number of reference frames illustrated in two particular cases. (a) N = 9,M =3, D =2. (b) N =8, M =2,D = 3.

III. SPATIOTEMPORAL DECOMPOSITION ORDER

In conventional MC-wavelet schemes the spatial transform is
applied after MCTF, thus it does not affect the ME complexity.
Moreover, ME is typically performed on full resolution frames
at all temporal levels, even though some of the spatial detail sub-
bands are lost in the adaptation. In order to avoid this useless
computational load, we can perform MCTF after performing
some levels of the spatial transform, and thus we can signifi-
cantly vary the ME complexity because this directly controls
the number of blocks for which ME needs to be performed.

A. Example of Different Spatiotemporal Decomposition Order

To illustrate this tradeoff, we consider in Fig. 3, two schemes
with different spatiotemporal decomposition order. Each of
these schemes has N =4, D = 2 and M = 2.

In the scheme on the left, two levels of temporal decomposi-
tion are performed first, followed by three levels of spatial de-
composition. In this case ME is performed at the full spatial res-
olution for all the frames. Alternately, another spatiotemporal
decomposition order is shown on the right. Here, while the first
level of temporal decomposition is performed as on the left, the
second level of the temporal decomposition is performed after
one level of spatial decomposition. Hence, ME for frame 2 is
performed at half the spatial resolution, while ME for frames 1
and 3 is performed at the full spatial resolution.

With a different spatiotemporal decomposition order, the ME
is performed for a different number of blocks (if the block size

for ME is fixed). For instance, if a frame consists of B blocks,
then the scheme on the left requires ME for 3 frames with B
blocks each, i.e., a total of 3 X B blocks. In contrast, the scheme
on the right requires ME for two frames with B blocks each and
one frame with B /4 blocks (due to ME being performed at half
the spatial resolution) i.e., a total of 98/4 blocks. Clearly, the
decomposition scheme on the right requires a smaller number of
ME and, hence, is less complex. We may thus adaptively select
a different decomposition order to reduce the ME complexity.

We define Dy, as the number of temporal levels that use half
the spatial resolution and D as the number of temporal decom-
position levels that use the full spatial resolution and D s+ D), =
D. Once we use half the spatial resolution at a temporal level,
we have to use half (or smaller) the spatial resolution for all fol-
lowing coarser temporal levels.? In Fig. 3, the scheme on the
left has Dy = 2 and Dj, = 0, while the scheme on the right has
Df = 1andDh =1.

B. Complexity Tradeoffs Using Adaptive Spatiotemporal
Decomposition Order

When we use an adaptive spatiotemporal decomposition
order, as discussed in the previous section, we no longer have
the same number of blocks for each frame. Since frames at
coarser temporal levels than level D;, are at half the spatial

3In general it is possible to perform multiple levels of spatial decomposition
before MCTF, however in this paper we consider only the case with one level of
spatial decomposition before MCTF. Equation (3) may be generalized to con-
sider these different cases.



986

Frame 0 Frame | Frame 2 Frame 3

Level 0

~—

S

~—
- ~a.
.......
‘‘‘‘‘‘‘
‘‘‘‘‘‘‘‘‘‘
s

Level 1

mporai High-
~ Filtering

F;
/

Spatial decomposition after
temporal filtering

Spatial decomposition after
temporal filtering

Fig. 3. Different spatiotemporal decomposition schemes.

resolution, while others are at full resolution we may modify
(1), given Dy,. Hence

Dy
#ME=DBY > (kai+1)

d=1 kd,,<—(M§\;71 -M

+ Z k(l,i
kd,i>(M)%—]u
g 2

+ Z Z (kai+1)

d=Ds+1 kd.i<(M)%—M

X Z ka,i 3)

kd,i>>z;7§%tff —M

Proceeding similarly to the calculations in Appendix A, we find
3B B

where the function ( is defined by (2).

As ¢((Dy, N, M) decays when D decreases, if we increase
Dy, the total number of ME blocks decreases, thereby reducing
the ME complexity. The gain in complexity is given by

4
DN
L+ 3% DNan

Note that this gain ranges from 1 to 4, but a gain up to 47 could
be similarly obtained by carrying out the spatial decomposition
up to level J.

Considering the decomposition shown in Fig. 2, for the
scheme with N =8, D =3, My = 27Rg =Ng_1— LR‘} =1
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by setting Dy, to 0, 1, 2 and 3, we need to perform 258,978 /4
and 82B/4 and 25B /4 MEs per GOF. Thus, changing D;, can
affect the ME complexity significantly.

IV. PREDICTION ACROSS TEMPORAL DECOMPOSITION LEVELS

Since the MC-wavelet coding schemes employ a multires-
olution temporal decomposition, strong correlations exist be-
tween MVs at different temporal decomposition levels. By pre-
dicting MVs across different levels, we can decrease the search
range and the number of MAD comparisons, thereby directly re-
ducing ME complexity. We have introduced different prediction
schemes in [14] and describe two of them in the following sub-
sections. In order to simplify the description of these schemes,
we show two levels of UMCTF decomposition along with the
corresponding MVs in Fig. 4.

We label three MVs as MV1, MV2, and MV3 for ease of
description.

A. Bottom-Up Prediction and Coding

In this scheme, we use M Vs at temporal level d + 1 to predict
MVs at temporal level d and so on. Using our example in Fig. 4
this may be written as follows.

1) Estimate MV3.

2) Code MV3.

3) Predict MV1 and MV2 using MV3. Estimate refinement

for MV1 and MV2 (or no refinement).
The prediction is used as the search center during estimation for
MV1 and MV2. We show this in Fig. 5.

After prediction, we can vary the search range and reduce the
complexity without sacrificing the quality of the match signif-
icantly. We include an analysis of the complexity with varying
search ranges in Section IV-C.

The bottom-up prediction scheme produces temporally hi-
erarchical MVs, like the temporally hierarchical decomposed
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Fig. 5. MV prediction during estimation of MV3.

frames, that may be used progressively at different levels of the
temporal decomposition scheme. So MV3 can be used to recom-
pose Level 1 without having to decode MV2 and MV 1. This is
required to support temporal scalability. Also, this hierarchy of
MVs may be coded using unequal error protection schemes to
produce more robust bitstreams.

B. Top-Down Prediction and Coding

In this scheme, we use MVs at temporal level d to predict
MVs at temporal level d+1, ford € {0,...,D — 1} and so on.
In terms of simple procedural steps using our example in Fig. 4,
this may be written as follows.

1) Estimate MV1 and MV2

2) Code MV1 and MV2.

3) Predict MV3 using MV1 and MV2. Code the refinement
for MV3 (or no refinement).

One advantage of this scheme is the increased accuracy of MV
predictions compared to the Bottom-up case. This is because
MVI1 and MV2 are likely to be accurately estimated (due to
the small distance between the current and reference frames),
thereby improving the prediction for MV3. The disadvantage is
that all MVs need to be decoded before temporal reconstruc-
tion, even at low temporal resolutions. So MV1 and MV2 need
to be decoded before MV3 can be decoded, and Level d can be
recomposed. This is an unfavorable situation for temporal scal-
ability.

Many other temporal prediction schemes may be defined for
MYV coding in the MCTF framework. Such schemes include hy-
brid prediction, i.e., using top-down prediction and bottom-up
coding, or using MV from multiple levels as predictors etc. One
such hybrid prediction scheme has been introduced by Secker
and Taubman [7].

C. Complexity Analysis of Variable Search Range Selection

As ameasure of ME complexity we count the number of com-
putations incurred during ME. We consider each addition to the
MAD during ME, as one computation, i.e., we count

as one computation. Frames i and j are the reference and cur-
rent frames respectively, with (v¢ Vy i vd ;) being the MV
connecting blocks in the two frames. The number of MAD com-
putations captures the effect of adaptive decomposition scheme
choice as well as the effect of prediction and range selection.
The global number of MAD operations required to estimate the
MV (v Uy isis v_ffi’i_) ;) is directly proportional to the number of
block comparisons performed during the search algorithm.

Let the search range after prediction be chosen as £ in each
direction, for a frame of size Yz x X with blocks of size Y x
X p (we assume that Yy mod Yg = 0 and Xy mod X = 0).
As we do not examine regions outside the frame boundaries, for
ablock (k, ) at the position* (z 1, yx.1), the left-most position is
max(0, z ; — S), therefore, we can search exactly min (.S, zy ;)
pixels to the left. Similarly, the right-most position of the block
is min(Xp — 1,24+ S+ Xp — 1), and we can search ex-
actly min(S, Xr — x5, — Xp) pixels to the right. Similar ex-
pressions may be written for the number of pixels below and
pixels above. Hence, the total number of comparisons C,
for one block may be written as follows:

MAD<—MAD—|—|A§’ (y—vd- Lx— vl

Y,i—] w,i—n')

i,5:T4,5

Cyi,]yl'i,j (YF7 XF7 YB; XB7 S)
= [min(S, Xr —zx; — XB) + 1 + min(S, zx )]
X [min(S, Yr — Ykl — YB) + 1+ min(S, yk,l)]XBYB-

Hence, the number of comparisons for each frame, C'r (with B
blocks) may be written as

Cr(Yr,Xp,YB,XB,S)

Yp _ AF

-5

k=0 =0

-1
Cyk 15Tk 1 YFvXFyyB,XB,S) .

According to the prediction strategies across temporal level de-
scribed in Sections IV-A and IV-B, a reduced search range Sy
can be used, possibly different at each temporal resolution level,
leading to an additional gain in complexity. Using the same
block size at all spatial resolutions, we may combine the above
expression with the results in Appendix A to obtain the total
number of block comparisons for a GOF as follows:

Dy

N2 N
#comp. = Z (M-1) <W + i 1)
d=1

x Cp(Yp,Xp,Yg,XB, S4)

D
N? N
+ > (M-1) (—2M2d—1 + 37 1)

d:Df—‘rl
Yr X
x Cp <7F,7F,YB,XB,Sd>. (4)

4The position may be the top-left point of the searched displaced block.
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TABLE I
R-D-C RESULTS FOR DIFFERENT UMCTF PARAMETER SETTINGS
UMCTF Ex 1 UMCTF Ex 2

Sequence | Comp MV Bits PSNR PSNR PSNR | Comp MVBits PSNR PSNR PSNR

(x10% (300)  (500)  (1000) | (x10%) (300)  (500)  (1000)
Foreman 73.04 | 1403230 | 31.43 | 33.49 | 36.57 | 33.82 | 1091608 | 32.04 | 34.00 | 36.73
Coastguard | 9241 | 1158682 | 2823 | 29.72 | 31.94 | 4401 | 863874 | 27.71 | 29.25 | 31.62
Football 7546 | 2037244 - 2640 | 2921 | 3621 | 1433202 - 26.73 | 29.82
Mobile 68.94 | 1372456 - 2518 | 27.89 | 32.64 | 1062448 - 24.85 | 2737

For example, consider the MCTF parameters setto N = 8, D =
3,Mg=2,R} = Ng_1—1, R;ﬁ = 1, fora CIF (352 x 288) with
Dj, = 0. When applying a bottom-up approach where Sy = 64
and S; = Sop = 4(Xp = Yp = 16), by using (4) we can predict
a reduction in complexity by a factor of about 22, compared
against using a constant search range of 64.

V. EXPERIMENTAL SETUP AND RESULTS

In our experiments we use the Foreman, Coastguard, Foot-
ball, and Mobile sequences at CIF (352 x 288) at 30 f/s. We use
fixed block size ME with the block size selected as 16 X 16, and
use full search at full pixel resolution to determine the MVs. We
use the codec developed by Hsiang and Woods [15] for the en-
tropy coding of the MC-wavelet data. As a measure of rate, we
use the number of bits needed to code the MVs. As a measure of
distortion, we use the average PSNR (in decibels) across the de-
coded video sequence. Finally, as a measure of complexity, we
use the number of comparisons as defined in (4). This section is
organized as follows. We first present results showing the effect
of varying the UMCTF controlling parameter settings. We also
present results in conjunction with adaptive spatiotemporal de-
composition order. We then present some results with MV pre-
diction and adaptive search range selection.

A. UMCTF Controlling Parameter Variation

We compare the ME complexity for different selections of
the UMCTF parameters. In particular we consider two decom-
position schemes. In both cases we perform five levels of spatial
decomposition.

Example 1 (Ex1): N =16,D =4, M; = 2,Rg =1,R% =
1. We set ) fi(n,m) = 1, where either two coefficients are
nonzero in the summation and they are equal to 1/2 (bidirec-
tional filtering), or only one is nonzero and it is equal to 1 (for-
ward,/backward filtering).

Example 2 (Ex2): N =9,D =2 M; = 3,R1‘Dl =1,R% =
1. As in the previous example, a forward, backward or bidirec-
tional filtering, using only previous and future A frame as refer-
ence is possible.

The decision between forward, backward or bidirectional fil-
tering is made adaptively for every block based on which of
these provides the smallest MAD. We use a search range of £64

during ME.5 We present rate, distortion and complexity results
in Table II. The results are reported at three different bit rates,
30, 500, and 1000 kb/s, and these are indicated on the columns.

The number of frames for which bidirectional ME is per-
formed for Ex 2, is smaller than for Ex 1, leading to reduced ME
complexity; smaller by a factor of ~2. This reduction in com-
plexity can be predicted from (1). From the equation, we expect
the reduction in complexity to be 13/6, as observed experimen-
tally. For sequences with temporally correlated motion, a larger
N and D improve the R-D performance, however for sequences
with temporally uncorrelated motion they actually degrade the
R-D performance. This is observed in Table II, where Ex 2 re-
sults are ~0.5 dB better for the Foreman and Football sequences
and ~0.5 dB worse for the Coastguard and Mobile sequences
than Ex 1 results. Hence, by smart selection of UMCTF param-
eters we can actually reduce the complexity while improving
the R-D performance. These results are consistent across the dif-
ferent decoded bit rates. Ex 2 requires fewer bits for MV coding,
and these savings translate to improved performance at lower bit
rates.

B. Adaptive Spatiotemporal Decomposition Order

We now present results that measure the effect of adaptive
spatiotemporal decomposition order. For the UMCTF param-
eter setting Ex 1, in Section V-A, we select five decomposition
orders, and examine their performance. These five schemes cor-
respond to Dy, = 4 (Levels 0, 1, 2 and 3), D, = 3 (Levels 1,
2 and 3), D, = 2 (Levels 2 and 3), D;, = 1 (Level 3), and

Dy, = 0. Similarly for UMCTF Ex 2 we consider three orders
Dy =2 (LevelsOand 1), Dy, =1 (Level 1) and Dy, = 0.
Dy, = 4 for Ex 1 and Dj, = 2 for Ex 2 correspond to using

ME at half the spatial resolution for all temporal levels, while
Dy, = 0 corresponds to using ME at the full spatial resolution
for all the temporal levels. We show the spatial resolution at each
temporal decomposition level for these schemes in Fig. 6.

The results on complexity, rate and distortion are presented
in Table III. The PSNR results are presented at 300 kb/s for
Foreman and Coastguard and 1000 kb/s for Football and Mo-
bile.

SIn this range, the search center location is predicted from the MVs of the
spatial neighbors of the block using MV prediction schemes similar to those part
of MPEG4/H.263. Since the search center is not the same for all the frames, we
observe a variation in the number of computations across sequences. However,
the relative ratios between the number of computations for each sequence, for
different parameter choices, can be predicted very accurately for all sequences.
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Fig. 6. Spatial resolution at different temporal levels.

TABLE III
R-D-C RESULTS WITH ADAPTIVE SPATIO-TEMPORAL DECOMPOSITION ORDER
UMCTF Ex 1 UMCTF Ex 2

Sequence D, Comp. MV Bits PSNR Comp. MYV Bits PSNR
(x10%) @B) | (x10% (dB)

4 11.43 359738 29.43 - -

. 3 47.13 772758 30.29 - - -

oreman
(300 Kbps) 2 59.32 1004570 | 31.04 | 6.11 297728 30.34
1 67.61 1178324 | 31.45 | 28.31 945864 31.29
0 73.04 1403230 | 31.43 | 33.82 | 1091608 32.04
4 14.23 320166 26.33

Coastguard 3 49.84 588302 27.23 - - -
(300 Kbps) 2 73.21 785421 28.07 | 6.74 254232 26.39
1 84.58 1000312 | 28.28 | 36.27 701444 27.15
0 92.41 1158682 | 28.23 | 44.01 863874 27.71

4 13.77 589340 26.26 - - -

Football 3 47.28 1193426 27.74 - - -
(1000 Kbps) 2 65.91 1632084 | 28.27 | 7.93 387318 27.74
1 71.34 1883426 28.73 | 30.92 1239326 29.01
0 75.46 2037244 | 29.21 | 36.21 1433202 29.82

4 10.97 387464 23.92 - - -

. 3 43.85 743928 25.16 - - -

Mobile

(1000 Kbps) 2 60.29 1143788 | 26.68 | 6.04 289846 24.09
1 65.73 1278664 | 27.64 | 26.43 897462 26.26
0 68.94 1372456 27.89 | 32.64 1062448 2737

The first trend that we can observe is that as D}, increases, the
PSNR drops. This is to be expected, because with increasing Dy,
the amount of temporal redundancy removed is smaller. How-
ever, comparing D}, equal to 1 and 0, for the Coastguard se-
quence, we see that sometimes PSNR increases with Dy,. In this
case, although the temporal filtering is less efficient at level 3 for
D;, = 1, the savings in MV bits are sufficient to overcome this
small difference. By comparing the different rows for UMCTF
Ex 1, we observe that by changing the spatiotemporal decompo-
sition order we can reduce complexity by a factor of ~6, how-
ever, this comes at almost 2-dB loss in quality. Again, this can be
predicted by (4). From the equation when D}, varies between 4
and 0, the complexity reduces by a factor of 5.5, similar to what
is observed. From the table we also observe that the complexity
can be reduced by a factor of 1.5-2 while sacrificing less than 1

dB of quality. Interestingly, by comparing across Ex 1 and Ex 2
we see that by sacrificing ~1 dB of PSNR, we can reduce the
complexity by a factor of ~11 for the Foreman sequence, and
a factor of ~2.5 for the Coastguard, Mobile, and Football se-
quences.

C. Temporal MV Prediction During ME

We first illustrate the effects of using temporal MV predic-
tion for estimation and coding on the ME complexity. For these
results we use UMCTF parameters as Ex 1. We present results
for both the bottom-up and the top-down strategies.

We consider three different search ranges after prediction.
These are: Range = 0,Range = 4, and Range = 64. In the
Range = 0 case, we perform ME only at temporal level O (for
top-down) and at temporal level 3 (for bottom-up) and propagate
those MVs across all the temporal levels, without refinement.
When the range is nonzero, we refine the prediction within that
search range. This prediction and adaptive range choice controls
the number of computations for each block during ME. We first
show results for the bottom-up strategy in Table IV.

When we use a search range 0, i.e., do not use a refinement,
we can save up to 75% of the bits needed to code M Vs over when
we use a search range of 64. This saving in MV bits may be used
to code the texture, however the lack of refinement of M Vs leads
to poor matches. Importantly, we can reduce the complexity by
a factor of ~15 while sacrificing ~1 dB in PSNR.

We also present results for the top-down prediction strategy
in Table V.

The degradation in quality for the top-down schemes is less
significant than for the bottom-up strategies, however the ME
complexity also continues to remain high. We can achieve a
reduction in complexity by a factor of 1.8-2 while sacrificing
less than 0.4 dB in PSNR. However, the top-down strategy does
not support temporal scalability.

There are other interesting extensions that can be examined
in the future, such as varying the search pyramidally across the
different temporal levels to tradeoff the accuracy of prediction
and the complexity.

D. Combined UMCTF Settings, Spatiotemporal
Decomposition Order, and MV Prediction

In this section we present results to demonstrate the combined
effect of selecting the UMCTF settings, the spatiotemporal de-
composition order, and using adaptive search ranges in conjunc-
tion with MV prediction. Since we use a fixed block size for the
ME and filtering, we need to extend the MV prediction scheme
to consider cases when we predict across temporal levels at dif-
ferent spatial resolutions. This happens at most once per GOF,
i.e., when we predict across the boundary levels. For example,
when Dj = 2, this happens when we use MVs from Level 2
to predict MVs from Level 1. In such cases each MV from
the coarser resolution is used to predict four forward and four
backward MVs at the finer resolution. We use the Bottom-up
strategy and consider three different search ranges after predic-
tion: Range = 0, Range = 4, and Range = 64.
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TABLE IV
R-D-C RESULTS FOR BOTTOM-UP PREDICTION OF MV
Range =0 Range =4 Range = 64
Sequence Comp. MYV Bits PSNR Comp. MYV Bits PSNR Comp. MYV Bits PSNR
(x10%) (dB) (x10%) (dB) (x10%) (dB)
Foreman 3.63 | 332656 | 2935 | 4.62 | 996864 | 3039 | 67.14 | 1245728 | 31.58
(300 Kbps)
Coastguard
(300 Kbps) 5.07 332360 | 26.37 | 5.99 | 955800 | 27.50 | 88.10 | 1139464 | 28.33
Football )
(1000 Kbps) 4.01 572826 | 27.05 | 6.37 | 1743024 | 28.19 | 73.51 | 1996008 | 29.17
Mobile 3.98 297410 | 26.45 | 5.64 | 823306 | 27.85 | 6543 | 1193204 | 27.98
(1000 Kbps) : ) ) ) ’ ’
TABLE V
R-D-C RESULTS FOR TOP-DOWN PREDICTION OF MVs
Range =0 Range =4 Range = 64
Sequence Comp. MYV Bits PSNR Comp. MYV Bits PSNR Comp. MYV Bits PSNR
(x10%) (dB) (x10%) (dB) (x10%) (dB)
(3F (;)(;612;;) 3545 | 661272 | 3021 | 36.83 | 942952 | 3121 | 6458 | 1019880 | 31.55
Coastguard
(300 Kbps) 42.85 | 464544 | 2771 | 43.84 | 663592 | 28.16 | 86.79 | 764000 28.34
Football
(1000 Kbps) 32.86 | 1242692 | 28.12 | 39.27 | 1641726 | 28.54 | 75.46 | 1847244 | 2931
Mobile 3593 | 781144 | 27.30 | 37.84 | 1028002 | 27.87 | 63.81 | 1162592 | 27.95
(1000 Kbps) ) ' ) ) ) )
TABLE VI
COMBINED R-D-C RESULTS FOR UMCTF Ex 1
Range =0 Range =4 Range = 64
Sequence D, Comp. Bits PSNR Comp. Bits PSNR Comp. Bits PSNR
(x10% (dB) (x10% (dB) (x10% (dB)
Foreman 4 0.61 180728 | 27.69 | 0.80 | 315344 | 28.98 | 10.51 | 344648 | 29.57
(300 Kbps) | 3 0.62 227584 | 28.67 125 | 626784 | 29.81 | 40.83 | 732864 | 30.40
2 0.63 258688 | 29.27 | 1.48 | 824416 | 30.34 | 56.27 | 996768 | 31.06
1 0.63 274240 | 29.46 | 1.59 | 918528 | 30.58 | 63.92 | 1149216 | 31.48
0 3.63 332656 | 2935 | 4.62 | 996864 | 30.39 | 67.14 | 1245728 | 31.58
4 0.79 179712 | 2535 | 0.96 | 291680 | 26.25 | 13.13 | 306272 | 26.40
Coastguard 3 0.80 226584 | 26.06 | 131 550784 | 27.14 | 49.76 | 579120 | 27.36
(300 Kbps) 2 0.81 257688 | 26.54 | 1.53 | 679816 | 27.90 | 72.00 | 754592 | 28.12
1 0.81 273240 | 26.54 | 1.66 | 809208 | 27.87 | 83.63 | 991768 | 28.38
0 5.07 332360 | 2637 | 599 | 955800 | 27.50 | 88.10 | 1139464 | 28.33
4 0.69 257274 | 24.71 0.99 | 513502 | 2543 | 13.77 | 543724 | 26.09
Foothall 3 0.70 349112 | 25.61 1.46 | 1032088 | 26.54 | 47.28 | 1137952 | 27.41
(1000 Kbps) 2 0.70 427054 | 26.09 | 1.58 | 1303004 | 27.20 | 62.83 | 1548096 | 28.14
1 0.71 513002 | 26.62 1.73 | 1596504 | 27.84 | 70.04 | 1820872 | 28.68
0 4.01 572826 | 27.05 | 6.37 | 1743024 | 28.19 | 73.51 | 1996008 | 29.17
4 0.72 174374 | 2297 | 0.95 | 329086 | 24.25 | 8.78 357464 | 23.96
Mobile 3 0.72 216992 | 24.18 1.34 | 609072 | 25.55 | 41.02 | 673928 | 25.75
(1000 Kbps) 2 0.72 241852 | 2520 | 1.51 717512 | 26.44 | 57.09 | 973822 | 26.85
1 0.72 274760 | 26.05 1.59 | 782092 | 27.10 | 64.38 | 1083492 | 27.70
0 3.98 297410 | 26.45 | 5.64 | 823306 | 27.85 | 65.43 | 1193204 | 27.98

We first present complexity-R-D results for UMCTF Ex 1
results for the sequences in Table VI.

By comparing different columns for each row we observe
that we can obtain savings in complexity of factors of typically
50-100 times for these different sequences. As before, we can
predict this using (4). Such a reduction in ME complexity is
significant, especially for devices with limited computational
power, however it comes at a cost of ~2 dB in PSNR.

This combination of spatiotemporal decomposition order
and adaptive search ranges provides us a large and flexible

set of operating points to choose from, based on the decoder
requirements and constraints. For instance, by comparing
across these different rows and columns we can see that by
sacrificing 0.6—1 dB¢ (over the best achieved PSNR) in quality,
we can achieve significant savings in complexity, between
40-50 times. We show the complexity versus D} and search
range surface and also the distortion-complexity points for our
results for the Coastguard sequence in Fig. 7.

6The precise drop in PSNR is sequence dependent and is typically larger for
videos with rapid motion, and lower for sequences with limited motion.
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sponding PSNR drop is very large (2.5—4 dB), depending on the
sequence characteristics.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we present a comprehensive analysis of the
encoder complexity in terms of the number of computations
required during ME. We derive closed-form expressions for the
complexity under different encoder coding modes, parameter
selection and spatiotemporal decomposition structures. With
our analysis, the complexity associated with these different
coding options can be predicted accurately independent of the
content characteristics and, therefore, it can be used to deter-
mine the best coding options for optimized R-D-C tradeoffs.
We use this analysis to show how different encoding parame-
ters and configurations can be selected to scale the complexity
gracefully, while optimizing R-D performance.

We implement these different coding structures and options
in a UMCTF based MC-wavelet encoding scheme. We adap-

Fig. 7. (a) Complexity surface and (b) distortion-complexity points for Coastguard.
TABLE VII
PSNR (decibels) AND COMPLEXITY WITH ME TURNED OFF

Sequence D, PSNR (dB) Cog(ll):]eé))uty
4 25.09 0.66
Foreman 3 25.77 1.79
(300 Kbps) 2 26.60 2.33
1 27.29 2.56
0 27.74 2.64
4 23.59 0.66
3 24.16 1.79
8%*};‘5‘;?;‘: 2 24.69 233
1 25.01 2.56
0 25.12 2.64
Football 4 24.16 0.66
(1000 Kbps) 3 25.08 1.79
2 25.72 2.33
1 26.10 2.56
0 26.16 2.64
4 21.63 0.66
. 3 21.77 1.79

Mobile

2 22.45 2.33
(1000 Kbps) 247 2.56
0 22.49 2.64

By optimizing the distortion-computation cost the desired de-
composition scheme with the appropriate search range can be
selected.

Similarly, we can show that for UMCTF Ex 2 we can still
achieve reductions by factors of 20-30 with a corresponding the
drop in PSNR of 0.6-0.8 dB. The complexity reduction obtained
by adaptive search range selection is smaller in this case than for
UMCTF Ex 1 due to the smaller number of temporal decompo-
sition levels.

E. Results With ME Off

As a lower bound on ME complexity, we consider the ME
turned off (all MVs set to zero) scenario. The only ME com-
plexity comes from deciding between forward, backward and
bidirectional MV selection (since one MAD needs to be com-
puted per block for each of these cases). We present results with
the UMCTF parameters chosen as in Ex 1, and with an adaptive
spatiotemporal decomposition order in Table VII.

This scheme has very low complexity, however by comparing
these columns against those in Table VI we see that the corre-

tively select different UMCTF parameter settings, spatiotem-
poral decomposition order, and MV prediction with variable
search ranges, to obtain a wide range of R-D-C operating points,
and show how the complexity associated with these different op-
tions can be predicted using our analysis.

We have shown that we may obtain reductions in complexity
by factors of up to 50, over the full complexity implementation,
with penalties of less than 0.6-1 dB in PSNR, by adaptively
changing the spatiotemporal decomposition order and structure,
by using MV prediction across temporal resolutions, and by
changing the search range after prediction. Furthermore, we also
show that by changing the temporal decomposition structure,
we can improve the PSNR by ~0.5 dB while reducing the ME
complexity by a factor of ~2. Turning off ME can also result in
very low complexity, however, that leads to a significant loss in
PSNR (~2.5-4 dB), which is undesirable for most applications.

We present a large set of operating points corresponding to
different distortion-complexity costs and a R-D-C cost can be
optimized to select the appropriate decomposition structure
and coding parameters. While the complexity can be accurately
predicted, across different sequences, by our analysis, the
R-D performance depends heavily on the sequence content
characteristics. There is some work on developing R-D models
for video under different coding schemes [17], [18], however
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these models need to be further refined to improve their accu-
racy. Our complexity prediction can be combined with such
models to obtain complete R-D-C models and thereby used to
select the optimal encoding parameters and structures on the
fly. Some preliminary work on developing combined R-D-C
models for video has been presented in [19]. Additional work
on combining some of these R-D-C models with on-the-fly
adaptation of reconfigurable processor and memory architec-
tures for optimal power utilization in mobile devices has been
presented in [20]. We are also investigating different optimiza-
tion techniques for the pruning of the parameter space and the
selection of the optimal operating points. Among these, we
are considering standard Lagrangian optimization techniques,
and classification based learning approaches [16]. Finally, we
are extending our work to include other techniques to reduce
complexity, such as using different ME strategies, adaptive
subpixel accuracy for ME, other coding schemes etc.

APPENDIX A
The sum in (1) can also be written as
D
P DITE D DR,
d=1 kq i kq:>N/Md—1— M

The first term in this expression is
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After some straightforward calculations, this leads to
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The second term of the sum is
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By summing over d the above two terms, we get
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which finally leads to the expression of ( in (2). As expected,
D — ((D,N,M) is a strictly increasing function, as it is the
sum of D positive terms.
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