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Abstract—Transmission of video over bandwidth varying
networks like the Internet requires a highly scalable solution
capable of adapting to the network condition in real-time. To
address this requirement, scalable video-coding schemes with
multiple enhancement layers have been proposed. However, under
this multiple-layer paradigm, the transmission bit-rate of each
layer has to be predetermined at encoding time. Consequently,
the range of bit-rates that can be covered with these compression
schemes is limited and often lower than, or different from, the
desired range required at transmission time. In this paper, a
novel scalable video-coding framework and a corresponding
compression method for Internet video streaming are introduced.
Building upon the MPEG-4 SNR fine-granular-scalability (FGS)
approach, the proposed framework provides a new level of
abstraction between the encoding and transmission process by
supporting both SNR and temporal scalability through a single
enhancement layer. Therefore, our proposed approach enables
streaming systems to support full SNR, full temporal, and hybrid
temporal-SNR scalability in real-time depending on the available
bandwidth, packet-loss patterns, user preferences, and/or receiver
complexity. Moreover, our experiments revealed that the presented
FGS temporal-SNR scalability has similar or better PSNR perfor-
mance than the multilayer scalability schemes. Subsequently, an
Internet video streaming system employing the proposed hybrid
FGS-temporal scalability structure is introduced, together with a
very simple, yet effective, rate-control that performs the tradeoffs
between individual image quality (SNR) and motion-smoothness
in real-time. The hybrid temporal-SNR scalability presented in
this paper has been recently adopted in the MPEG-4 standard to
support video-streaming applications.

Index Terms—FGS, FGS-temporal scalability, internet video
streaming, MPEG-4, scalable video-coding, temporal-SNR
rate-control.

I. INTRODUCTION

M ULTIMEDIA distribution over the Internet is becoming
increasingly popular. However, since the Internet was

designed for computer data communication, satisfying the
necessary requirements for the effective delivery of multi-
media streams poses significant challenges. For example, the
Internet is characterized by large bandwidth variations due
to heterogeneous access-technologies of the receivers (e.g.,
analog modem, cable modem, xDSL, etc.) or due to dynamic
changes in network conditions (e.g., congestion events). More-
over, the Internet experiences a relatively high percentage of
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packet-losses due to the underlying “best-effort” model of the
Internet Protocol (IP) [1], [8].

To cope with the heterogeneous structure of the Internet
and its lack of Quality-of-Service (QoS) guarantees, scal-
able coding schemes have been proposed for Internet video
streaming. However, most of these schemes concentrate on
SNR-scalability or combinations of SNR-scalability with spa-
tial and/or temporal scalability using multiple layers [2], [3],
where the transmission bit-rate of each layer is predetermined
at encoding time. Consequently, the range of bit-rates that can
be covered with these compression schemes is limited and
often lower than, or different from, the desired range required
at transmission time. Also, the tradeoffs between image quality
(SNR) and temporal resolution (motion-smoothness) are made
at encoding-time and do not take into account the actual
(available) transmission bandwidth, packet-losses, viewing
preferences of the users, or receiver complexity.

Recently, another class of scalable coding algorithms
has been proposed for Internet video streaming: the 3-D
wavelet/sub-band coding techniques [4]–[7]. While these
methods are able to adapt in real-time (i.e., at transmission
time) to the Internet bandwidth variations, their disadvantages
are relatively high computational complexity and large memory
requirements which make them unpopular for low-power
devices like the mobile phones, for instance.

Alternatively, in the MPEG-4 standard, a fine-granular
scalability (FGS) video-coding scheme [8]–[10] has recently
been introduced that provides both bandwidth-scalability and
packet-loss resilience [11] at a low-cost. However, a limitation
of the original MPEG-4 FGS framework (see Fig. 1) is that only
the image quality of the base-layer pictures can be enhanced
(i.e., it provides only SNR scalability). However, if clients with
very different connection capabilities need to access the same
video sequence, tradeoffs should be made between the frame
rate (motion smoothness) and image quality (SNR) of each
individual frame. Therefore, the frame rate of the transmitted
video sequence has to be enhanced in conjunction with the
individual image quality.

In this paper, a novel scalable video-coding framework
and a corresponding compression method for Internet video
streaming is introduced. Building upon the MPEG-4 FGS
approach, the proposed framework provides a new level of
abstraction between the encoding and transmission process
by supportingboth SNR and temporal scalability through
a single enhancement layer. This abstraction is important,
since the transmission bandwidth is not known at encoding
time and thus, the optimal tradeoffs cannot be madea priori.
Moreover, depending on the individual user preference, which
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Fig. 1. FGS structure at the encoder and streaming server for a typical Internet streaming application.

cannot be anticipated at encoding time, the individual image
quality or the motion smoothness can be enhanced. With the
proposed solution, which employs a fine-granular single layer
for both SNR and temporal scalability, these decisions can
be easily performed at transmission time depending on the
user, decoder or server requirements. Another advantage of the
novel framework presented in this paper is its reduced decoder
complexity, requiring minimal addition to the original MPEG-4
FGS (SNR) implementation.

The proposed hybrid temporal-SNR FGS scalable coding is
based on a novel scalable technique for coding B-frames. This
novel method is especially beneficial for devices with limited
computational resources (e.g., mobile phones, wireless gadgets,
etc.) that cannot guarantee the full decoding of nonscalable
B-frames. With the proposed scalable algorithm, the video
quality is enhanced even if the B-frames are only partially
decoded due to the limited computational resources.

The paper is organized as follows. In Section II, the FGS
SNR-scalability currently adopted in MPEG-4 is presented.
Subsequently, in Section III-A, a new method for the fine-gran-
ular coding of B-frames is proposed. Section III-B presents the
FGS temporal-SNR scalability structure and in Section III-C
its performance is evaluated against that of a multilayer
temporal-FGS scalability framework. The application of the
proposed FGS temporal-SNR scalability to Internet video
streaming is described in Section IV. Subsequently, a low-com-
plexity rate-control is introduced that is able to perform the
tradeoff between SNR and motion-smoothness in real-time,
depending on the bit-rate availability of the various clients.
Section V presents the conclusions.

II. FGS SNR-SCALABILITY

FGS has recently been introduced [8], [9] to compensate for
the unpredictability and variability in bandwidth between sender
and receiver(s) over the Internet. FGS has also been adopted

by MPEG-4 as the video-coding tool for streaming applications
[10]. The scalability structure of the FGS method is portrayed
in Fig. 1(a). In addition to the base layer, which is coded with
an MPEG-4 compliant nonscalable coder, FGS consists of a
single enhancement layer coded in a progressive (fine granular)
manner. Under this framework, the scalable video content can
be compressed over any desired bit-rate range .1

The base layer is coded with a bit-rate , chosen so that
the available bandwidth (over the time-varying network) is
higher than at all times . Subsequently,
the enhancement layer is over-coded at encoding time using a
bit-rate , as portrayed in Fig. 1(a). The enhance-
ment layer can be coded progressively (bit-plane by bit-plane2

) by employing any embedded compression technique [12]
(e.g., wavelet or embedded DCT coding scheme [13]). In
the remainder of this paper, the effective and low-complexity
bit-plane embedded-DCT algorithm adopted by the MPEG-4
standard has been employed for the FGS enhancement-layer
coding [10], [13]. As can be seen from Fig. 1(a), the enhance-
ment-layer frames are intra-coded, but the coding efficiency
from temporal redundancy exploitation is partially retained
because the MPEG-4 motion-compensated (MC) scheme is
employed at the base layer. The block-diagram of the FGS
encoder is portrayed in Fig. 2, clearly illustrating the small
additional computational complexity introduced by the FGS
coding of the enhancement layer. While the computational
complexity is low, the memory requirements are more signif-
icant, since one additional frame memory is necessary in the
enhancement layer for the bit-plane coding and the memory
bandwidth increases since the data is scanned progressively
(i.e., bit-plane by bit-plane).

At the streaming server, the enhancement layer improves
upon the base-layer video, fully utilizing the bandwidth R

1R andR are the minimum and maximum bandwidth, respectively,
available over the network at all times.

2In a progressive coder, the more significant bit-planes are transmitted prior
to the less significant bit-planes.
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Fig. 2. Block-diagram of the SNR-FGS encoder for the base and enhancement
layers.

available at transmission-time [see Fig. 1(b)]. The FGS scala-
bility structure allows for resilient Internet video transmission
[8], since the base-layer video can be reliably delivered using
re-transmission or other packet-loss recovery methods [8],
[11], while the enhancement layer can be left unprotected
since the packet losses do not propagate. Then, at the decoder
side, the base layer and the received portion of the enhance-
ment-layer data are decompressed. Furthermore, the FGS
enhancement-layer decoder is complexity-scalable, since the
decompression process can be stopped whenever the processing
power of the decoder is exceeded. This characteristic of FGS is
very important, since the same content is accessed by various
receivers (e.g., set-top-boxes, PCs, wireless telephones, etc.)
with different computing power, memory, display resolutions
etc. A more detailed description of the FGS technique can be
found in [8] and [10].

It is interesting to note that the range [ , ]
can be determined off-line (e.g., for a particular set of
Internet access technologies). For unicast streaming, an es-
timate for the available bandwidth can be generated in
real-time for a particular session. Based on this estimate,
the server transmits the enhancement layer using a bit-rate

. Due to the fine gran-
ularity of the enhancement layer, simultaneous real-time rate
control on multiple streams can be implemented with minimal
processing. This FGS property is very important since in the
unicast (on-demand) case, the streaming video server may be
required to serve thousands of clients simultaneously, and thus,
only limited processing can be performed at the server side to
prevent overloading.

For multicast streaming, a set of intermediate bit-rates,
, can be used to partition the en-

hancement layer into sub-streams. In this case,
fine-granular streams are multicasted using the bit-rates:

, with
.

Therefore, the fine granularity provided by FGS gives the
server total flexibility in adapting to the network condition in

Fig. 3. Top: standard MPEG-4 nonscalable codec. Bottom: alternative codec
using FGS for the coding of the B-frames texture.

both unicast and multicast scenarios without significant com-
plexity [8]. Furthermore, when compared with other scalable
approaches, FGS provides a good balance between coding-effi-
ciency and scalability [14].

III. H YBRID TEMPORAL-SNR SCALABILITY

A. Fine-Granular Coding of B-Frames

In this section, a novel scalable technique for coding
B-frames is introduced that is based on the FGS bit-plane
compression scheme previously described. The fine-granular
coding of B-frames is interesting because it allows the partial
decoding of B-frames depending on for example, the received
bit-rate, or the available computational resources. This feature
is especially beneficial for devices with limited computational
resources, where the full decoding of the computationally ex-
pensive B-frames cannot always be guaranteed. A disadvantage
of nonscalable B-frames is that partial decoding will lead to a
very poor image quality because only a portion of the image is
enhanced. Moreover, as will be demonstrated in this section,
there is no performance penalty associated with the increased
flexibility provided by the progressive coding of B-frames.

From the FGS encoder block-diagram depicted in Fig. 2, it
becomes clear that the FGS residual signal (FGSR) and the mo-
tion-compensation residual signal (MCR) result from two dif-
ferent processes: quantization and MC prediction, respectively

FGSR and MCR

where
current frame to be coded;
current frame reconstructed at the decoder
side, after quantization and dequantization;
MC prediction based on the previous recon-
structed frame at the decoder side.

Despite their different provenience, the FGS and the MCR
signals have very similar statistical properties [12], [15], indi-
cating that coding methods that prove to be efficient for one of
the residual signals will also lead to good rate-distortion perfor-
mances when applied to the other signal. In [12] and [14], it was
shown that there is no performance penalty associated with the
fine-granular compression of the SNR residual signal (FGSR)
when compared with the standard quantization and variable-
length coding methods employed in the MPEG-4 multilayer
SNR scalability schemes. Consequently, FGS is a good candi-
date for the compression of the MCRs.
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Fig. 4. Block-diagram of the novel nonscalable encoder with fine-granular B-frames.

To validate this assumption, the performance of the nonscal-
able MPEG-4 codec has been compared to that of a modified
MPEG-4 coder where the B-frames were coded using FGS3

(i.e., the scenarios depicted in Fig. 3). For the experiments, the
TM-5 rate control has been used for the standard MPEG-4 non-
scalable codec, while the alternative coder allocates the same
number of bits to each frame for a fair comparison. The encoder
of the alternative codec is shown in Fig. 4.

For the fine-granular coding of the B-frames, two different
algorithms have been used: one based on the FGS scheme
adopted in MPEG-4 [13], the other based on a novel algorithm,
which replaces Huffman with an adaptive arithmetic coding
(AC) without multiple contexts [20]. The comparison has
been performed for the 100 kb/s–1 Mb/s range and it revealed
a minor decrease in PSNR at lower bit-rates (0.1 dB) and
a moderate increase in PSNR at higher bit-rates (0.5 dB),
when Huffman coding has been used. However, if an adaptive
arithmetic coding without multiple contexts [20] is employed
for the entropy coding, the alternative coder always has the best
performance.

Several results are given in Table I for the MPEG-4 video test
sequenceForemanat CIF-resolution and 10 Hz, with a GOP of

frames and . These results indicate that the flex-
ibility associated with the progressive coding of B-frames does
not result in an image quality penalty. Another important con-
clusion that can be drawn from Table I is that as the bit-rate in-
creases, the performance gain of the proposed FGS based codec
compared with the nonscalable codec also increases. This is be-
cause at high bit-rates, the reference I- and P-frames are coded
with a better quality that leads to a better temporal decorre-
lation for the B-frames. Hence, at high bit-rates, the MCR of
the B-frames contains mostly high frequencies that are coded

3Here, FGS has been used only for the embedded coding of the B-frames
texture. Motion-vectors still need to be computed and transmitted with the con-
ventional MPEG-4 strategy, with the only difference being that they are now
clustered in the beginning of the B-frames, leading to an inherent data-parti-
tioning and consequently an improved error resilience.

TABLE I
RATE-DISTORTION PERFORMANCE OF THEVARIOUS B-FRAME

IMPLEMENTATIONS

less efficiently by the standard MPEG-4 run-amplitude entropy
codec than the FGS entropy coder.

Consequently, coding schemes employing only I- and
P-frames in the base layer (e.g., like in the H.261 standard or
the Simple Profile in MPEG-4) can use fine granular coded
B-frames to enhance their flexibility, coding performance
and error resilience, while having no rate-distortion penalty
compared with the conventional IPB-compression schemes.

Nevertheless, it is important to mention that even though
there is no coding penalty associated with the FGS coding of
B-frames, an encoder like the one depicted in Fig. 4 is more
complex than a conventional nonscalable codec. The increased
complexity is due to the different codecs used for the texture
compression of I-/P- and B-frames, respectively. Hence, the
architecture proposed in Fig. 4 becomes interesting only in a
scalable coder, where FGS is used for the compression of the
SNR residual signal. In this case, the FGS codec can be em-
ployed for the compression of both the motion-compensation
and SNR residuals.

B. Introduction to Fine-Granular Temporal Scalability (FGST)

As mentioned earlier, a limitation of the current FGS im-
plementation is that the frame rate is “locked” to the original
base-layer frame rate, independent of the available bandwidth.
In H.263, MPEG-2, and MPEG-4, the temporal scalability tool
enables frame-rate variations of a video sequence by coding
a base layer at a frame rate frames per second (fps) and



322 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 11, NO. 3, MARCH 2001

Fig. 5. Example of all-FGS hybrid temporal-SNR scalability.

coding additional frames at the enhancement layer with. The
video sequence can then be played depending on the available
bandwidth and decoder capabilities at either a frame rateor

. To enable optimal viewing conditions, depending on
the available bandwidth or user preferences, the combination
of FGS and temporal scalability is crucial for Internet video
transmission. Furthermore, the experiments presented in Sec-
tion III-A reveal that there is no penalty associated with the FGS
coding of MC residuals. Therefore, we propose a single-layer
FGS hybrid temporal-SNR scalability, which extends the flex-
ibility specific to FGS to the hybrid temporal-SNR scalability
scheme. The proposed hybrid temporal-SNR scalability pro-
vides total flexibility in supporting:

1) SNR scalability while maintaining the same frame rate;
2) temporal scalability by increasing only the frame rate;
3) both SNR and temporal scalabilities.
Fig. 5 shows the proposed hybrid scalability structure. In ad-

dition to the standard SNR FGS frames, this hybrid structure in-
cludes MC residual frames in the enhancement layer. We refer to
these MC frames as the FGST pictures. As shown in the figure,
each FGST picture is predicted from base-layer frames that do
not coincide temporally with that FGST picture, and therefore,
this leads to the desired temporal scalability feature. Moreover,
the FGST residual signal is coded using the same fine-granular
video coding method employed for compressing the standard
SNR FGS frames.

Consequently, each FGST picture includes two types of
information: 1) motion vectors (MVs), which are computed
with respect to the temporally adjacent base-layer frames
and 2) texture data, representing the fine-granular (i.e., bit-
plane-DCT) coded MC FGST residual. These two sets of
information of an FGST picture are coded and transmitted
using a data-partitioning strategy. Unlike the base layer, where
the MVs and corresponding texture data of each macroblock are
sent macroblock-by-macroblock, for FGST, all motion vectors
are clustered and transmitted first. Subsequently, the coded
representation of the DCT bitplanes’ residual signal is sent.
This data partitioning strategy provides a useful packet-loss
resilience tool by enabling the transmission of the MV data
in designated packets (i.e., separate from the residual-DCT
signal packets of both SNR and temporal FGS frames). These
MV-designated packets can then be provided with a higher
level of protection than other packets, thereby reducing the
negative impact of packet losses on the MC FGST frames.

Fig. 6(a) shows a functional architecture for the hybrid tem-
poral-SNR FGS encoder. It is important to note that although the

SNR FGS residual can be computed directly in the DCT domain,
the FGST residual is computed in the pixel domain because the
motion compensation takes place in the pixel-domain. There-
fore, the FGST residual frames have to be DCT transformed
prior to their bitplane-based entropy coding. In addition, and
as mentioned above, the FGST residual is computed based on a
motion-compensation approach from base-layer pictures.

However, the additional computations needed for FGST
frames’ coding can be reduced to a minimum if the encoder
and respectively decoder architectures allow the reusability
of existing blocks. As shown in Fig. 6(a), the DCT, mo-
tion estimation, motion compensation, and frame memory4

functional blocks from the base-layer encoder can be reused
for computing the FGST DCT residual signal. This can be
achieved through a novel (yet simple) data-flow control that
takes advantage of the fact that the encoder never compresses
a base-layer frame and an FGST frame at the same instance.
Therefore, the functional blocks available for the encoding of
the base layer can be reused for FGST compression. Similarly,
the SNR FGS entropy-encoder can be shared between the SNR
FGS and FGST frames, since both of these picture types are
never compressed at the same instance of time.

As depicted in Fig. 6(a), the motion estimator outputs two
sets of motion vectors: one set for the base-layer pictures and
the other for the FGST frames. The MVs associated with FGST
frames are multiplexed with the enhancement-layer bitstream
using the data-partitioning strategy explained above. Moreover,
the two FGS enhancement-layer streams can be either multi-
plexed to generate a single stream (which consists of both SNR
and temporal FGS pictures)or stored/transmitted in two sepa-
rate streams.

Fig. 6(b) illustrates the corresponding functional architecture
for the hybrid temporal-SNR FGS decoder. Similar to the en-
coder architecture described above, the decoding of the FGST
frames can be realized with minimal complexity overhead. This
is accomplished by sharing the motion-compensation functional
block with the base layer and sharing the standard SNR FGS
decoding path. As shown in Fig. 6(b), the FGST compressed
stream is de-multiplexed to separate the MV’s data from the
coded residual information. The FGST MVs are used by the mo-
tion-compensation block to compute the FGST predicted frame,
while the compressed residual information is decoded and in-
versely transformed by the enhancement-layer decoder. The two
signals are added together to generate the FGST frame which
can be sent directly to the display device. For the SNR FGS
compressed frames, the decoded signal has to be added to the
corresponding base-layer frames before the display operation.

To limit the amount of memory required for the implementa-
tion of a codec supporting the FGST functionality, the enhance-
ment-layer frames cannot be used as a reference for MC predic-
tion, i.e., the FGST-frames are only predicted from base-layer
frames. Hence, two reference frames memories are necessary
for the implementation of the proposed FGST scheme. These

4Depending on whether the base layer allows the encoding/decoding of
B-frames, a different number of frame-memories is necessary for the base-layer
compression. If B-frames are never used in the base layer, an additional
frame memory is necessary for the FGST compression, otherwise the existent
frame-memories can be reused.
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(a)

(b)

Fig. 6. Architecture of the all-FGS hybrid temporal-SNR scalability: (a) encoder and (b) decoder.

two frame memories can be shared by the motion-compensa-
tion unit of FGST and the base-layer B-frames.

C. Comparison with Multilayer FGS-Temporal Scalability

An alternative to the proposed FGS temporal-SNR scalability
would be to separate the SNR and temporal-scalability layers, as
depicted in Fig. 7. The FGS layer is coded then on top of both the
base and temporal enhancement layers and therefore enhances
the SNR quality of all frames. For simplicity, this alternative
implementation is referred to in the remainder of the paper as
multilayer FGS-temporal scalability, since one base-layer and
two enhancement layers are employed for its realization.

In the multilayer FGS-temporal scalability implementation il-
lustrated in Fig. 7, the bit-rate of the temporal scalability layer
is predetermined at encoding time. Since the temporal enhance-
ment layer is not fine-granular, it needs to be entirely decoded
in order to improve the temporal resolution of the decoded se-

Fig. 7. Multilayer FGS-temporal scalability structure.

quence, requiring a discrete bit-rate of . Another
disadvantage of this solution resides in its increased implemen-
tation complexity, since two residuals need to be computed for
the temporal-frames (MC and FGS-residuals) and two algo-
rithms need to be employed for the decoding of the enhance-
ment-layer texture (i.e., the traditional nonscalable decoding of
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TABLE II
RATE-DISTORTION PERFORMANCE OF THEMULTILAYER FGS-TEMPORAL

SCALABILITY AND FGS TEMPORAL-SNR SCALABILITY

the frames in the temporal layer followed by the FGS decoding
of the SNR-residual).

For the implementation of the fine granularity, the embedded
DCT bit-plane coding method currently adopted for MPEG-4
FGS [14] has been employed. In order to keep the implemen-
tation of the all-FGS hybrid temporal-SNR scalability at low
complexity, the same VLC tables have been used for both FGS
and FGST frames.5

The two hybrid FGS-temporal scalability structures have
been implemented and their results are presented in Table II for
the sequenceForeman. The experiments have been performed
for a frame rate fps. The base layer contains
GOPs with only I and P-frames , which last for 2.4 s

, and employs TM-5 for rate control. For the coding
of the temporal layer B-frames in the multilayer implementa-
tion, a fixed has been employed. To provide a fair
comparison, the temporal/FGS (FGST) frames in the all-FGS
implementation have been decoded with the same amount of
bits as employed for the B-frames in the temporal scalability
layer of the multilayer scalability implementation. This bit-rate
adjustment is easily performed due to the embedded-stream
property of FGS. In Table II, represents the base-layer
rate, represents the temporal-layer rate for the multilayer
implementation, and is the SNR FGS layer bit-rate.
As can be seen from Table II, the rate-distortion performance
of the previously two described implementations of hybrid
SNR/temporal scalability is very similar. In other words,
there is no penalty associated with the proposed single-layer
scalability solution.

IV. I NTERNET VIDEO STREAMING AND RATE-CONTROL FOR

HYBRID TEMPORAL-SNR SCALABILITY

A. Internet Video Streaming using FGS Hybrid Temporal-SNR
Scalability

The structure of the FGS hybrid temporal-SNR scalability is
very flexible and permits tradeoffs to be easily performed be-
tween improving the SNR and motion smoothness. In general,
the proposed scalability structure supports variable frame-rate
scenarios where the enhancement-layer frame rates may vary

5Alternatively, Huffman-coding can be replaced with adaptive arithmetic
coding without multiple contexts, leading to a coding gain ranging between
0.1 and 0.7 dB.

(a)

(b)

(c)

Fig. 8. Examples of using the new scalability structure in supporting temporal,
SNR, and joint temporal-SNR scalability in a fine-granular way.

with time. Furthermore, it is important to note that while the
generated compressed stream has a total frame rate, the
transmitted stream could have a different frame rate. A
similar observation is true for the SNR quality improvement: at
transmission time, it can be decided to what extent to improve
the image quality (SNR) of the individual frames depending on
the available bandwidth.

For example, depending on the image content and available
bandwidth, the server can decide to enhance only the image
quality of the base layer at frame rate by sending first the
FGS residual frames corresponding to the base-layer frames
[Fig. 8(a)]. In this case, . An alternative is to en-
hance the motion-smoothness by sending the temporal enhance-
ment layer (the FGST-frames) prior to any FGS enhancement
layer [Fig. 8(b)]. The sequence can then be played at frame rate

. Then, if there is still available band-
width, the SNR quality of all I-, P-, and B-frames of the base
layer and temporal enhancement layers could be enhanced by
transmitting their FGS enhancement layers [Fig. 8(c)]. More-
over, variations between the previously mentioned alternatives
are also possible: SNR improvement of base layer at bit-rate

followed by temporal resolution improvement at bit-rate
followed by SNR improvement of both base

and temporal enhancement layer at bit-rate .
It is important to notice that this FGS hybrid temporal-SNR
scheme permits tradeoffs between temporal-resolution and SNR
improvementsat transmissiontime, depending on the available
bandwidth and possible user preferences, andnot at encoding
time.
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Fig. 9. Internet video streaming system using the proposed hybrid FGS-temporal scalability structure.

(a)

(b)

Fig. 10. Two alternatives of streaming the FGS temporal-SNR enhancement
layers. (a) Single FGS stream. (b) Two FGS streams.

In Fig. 9, an example of an Internet video streaming system
employing the proposed hybrid scalability structure is por-
trayed. The compressed FGS/FGST stream(s) can be stored or
transmitted in real-time. In both scenarios, a rate controller can
be employed to determine at transmission-time the bit-rates
(i.e., ) that should be
allocated for transmitting the hybrid FGST and/or SNR frames
depending, among other things, on inputs from the FGS Rate
Controller (see Section IV-B) and/or the user(s).

Furthermore, it is important to mention that the FGS and
FGST streams can either be combined to generate a single FGS

stream [see Fig. 10(a)] or separated as two (temporal and SNR)
FGS streams [see Fig. 10(b)].6 By coding the FGS and FGST
streams in separate enhancement layers, the tradeoff between
SNR and temporal improvements can easily be performed at the
video object layer (VOL)7 level by assigning different priori-
ties to the two enhancement-layer streams. This becomes more
difficult in the case where both FGS and FGST streams are
coded in the same layer, since the header of each frame8 (VOP)
needs to be decoded to determine its type (i.e., an FGS-VOP
or FGST-VOP). However, the advantage of having only one
FGS-FGST enhancement layer is that only one stream needs to
be transmitted, thereby reducing the system overhead (e.g., the
management of multiple streams).

B. Temporal-SNR Tradeoffs for Improved Visual Quality

In order to perform the temporal/SNR rate-allocation in ei-
ther real-time or off-line, a mechanism needs to be identified
to determine the optimal visual quality. In [16], an efficient
rate-control for temporal scalability has been proposed that is
based on three parameters: 1) bit-rate adherence; 2) motion;
and 3) frame separation. While this method proves to be very
efficient in determining which frames should be transmitted in
the temporal layer of an H.263–compliant codec for optimal
perception, it doesnotprovideanymechanismforperforming the
temporal-SNR tradeoffs. Such a mechanism is presented in [17],
where a real-time frame-rate control for H.263video coding
is proposed. Nevertheless, although the real-time rate-control
presentedin[17] isnotverycostlywhenappliedtoasinglestream,

6Both methods are currently supported by the MPEG-4 standard.
7VOL and VOP are the MPEG-4 terminology for a video object layer and

video object plane, respectively.
8In the current MPEG-4 FGS profile, each frame contains only one object,

i.e., one VOP.
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(a)

Fig. 11. (a) Performance of the FGS temporal-SNR scalability for the extreme scenarios described in Section IV-B, where no tradeoffs were made between SNR
and motion-smoothness.

its complexity grows considerably if performed simultaneously
on a large number of unicast streams. Moreover, in the H.263
case, the tradeoff between the SNR and temporal enhancement
layer cannot easily be made on a frame-by-frame basis, since the
number of bits per enhancement-layer frame is different. Thus, a
large number of frames (e.g., a GOP) needs to be employed for a
robust rate-allocation mechanism that guarantees a fixed overall
bit-rate.However, in theFGStemporal-SNRscalabilityproposed
in thispaper,performingsuchatradeoffbecomeseasierdueto the
fine-granularityoftheenhancementlayer.Therefore,asimpleand
novel algorithm is introduced for performing the temporal-SNR
tradeoffonmultiplestreamswith lowcomplexity.

For the original FGS coder (see Fig. 1), a very simple rate
control for the enhancement-layer frames showed good perfor-
mance results: the available enhancement-layer bandwidth is
distributed evenly between the FGS (i.e., SNR) frames. Thus

where
number of bits for thetransmittedenhancement-frame
;

bit-rate available for the enhancement layer attrans-
mission-time;
base layer and FGS (SNR) enhancement-layer frame
rate;
total bandwidth available at transmission time;
base-layer bit-rate.

Consequently, since each base-layer frame is enhanced by
the same number of bits, the FGS quality “follows” the quality
of the base layer. Visual evaluation of the FGS streams coded
with this simple rate-control revealed a good performance [14].
Hence, a similar rate-control strategy could be adopted for the
FGS temporal-SNR scalability introduced in this paper. In this
case, the available bandwidth is split evenly between all tem-
poral (FGST) and SNR (FGS) enhancement frames (see Fig. 8).
If a single FGST frame is inserted between all base-layer frames
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(b)

Fig. 11. (Continued.)(b) Performance of the FGS temporal-SNR scalability for the extreme scenarios described in Section IV-B, where no tradeoffs were made
between SNR and motion smoothness.

(i.e., the odd frames are FGS frames, the even are FGST frames),
the size of each enhancement-layer frame equals

where
total frame rate attransmission-time;

base-layer and FGS (SNR) enhancement-layer frame
rate;

FGST enhancement-layer frame rate.

To evaluate whether this rate-control strategy gives a good
tradeoff between motion smoothness and individual image
quality, the PSNR performance of an entire set of sequences
coded at different bit-rates has been analyzed under two
extreme scenarios.

1) Scenario A (Best Case for Individual Image Quality):
the enhancement bit-rate available at transmis-
sion-time is used solely for PSNR improvement (i.e.,
for sending only FGS residual frames at the frame rate

). The number of bits for each FGS frame equals
and .

2) Scenario B (Best Case for Motion Smoothness):the en-
hancement bit-rate available at transmission time is
used for sending all FGS and FGST frames, at the overall
frame rate of . The number of bits for each FGS
and FGST frame, respectively, equals

.
In our experiments, we considered fps (i.e.,

one bi-directional predicted FGST frame is coded between two
base-layer frames). The base layer is coded in both scenarios
with the same bit-rate and contains only I- and P-frames
(i.e., ) and a GOP-size of 2.4 s (i.e., ). For a
fair comparison, the enhancement-layer rate is kept the same
for both scenarios, and thus

. The sequences9 adopted for the analysis contain var-
ious degrees of motion and textures and are representative of

9The sequences employed in our evaluation are well-known MPEG-4 test
sequences (Foreman, Akiyo, andMobile), with one exception, theSurfingse-
quence, which was chosen due to its fast-motion characteristics.
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TABLE III
CHARACTERIZATION OF THESEQUENCESEMPLOYED FOR THERATE-CONTROL

EVALUATION

the content streamed over the Internet. Their characteristics are
summarized in Table III and their performances at various bit
rates are illustrated in Fig. 11.

In scenario A, the FGST frames are not transmitted, and thus
each FGS frame [i.e., FGS] is displayed twice10 to produce
a 10-Hz sequence. Thus, the PSNR value for the Not-Trans-
mitted (NT) frame, denoted as PSNR(FGS ), is
computed based on the previously decoded FGS-frame. If
the scene contains a large degree of motion, the difference
between adjacent frames at 10 Hz is relatively high, and thus,
PSNR values for the sent frames [i.e., PSNR(FGS )] will
be considerably higher than for the not-transmitted frames
[i.e., PSNR (FGS PSNR FGS ]. This ob-
servation can be easily verified by evaluating the performance
plots of the Surfing sequence, which has a high degree of
motion. Alternatively, in theAkiyo sequence, where only low
motion-activity exists, the PSNR swing between the transmitted
and not-transmitted frames is considerably lower. Furthermore,
it is important to notice that the PSNR swing in Scenario A
increases with the bit rate, thereby indicating that the motion
jerkiness becomes more visually disturbing as the individual
image quality (SNR) improves.

In scenario B, all FGS and FGST frames are transmitted, and
the PSNR of each FGS frameand FGST frame is com-
puted as PSNR(FGS ) and PSNR (FGST ), respec-
tively. In this scenario, the motion portrayal of the sequences
improves as indicated by the relatively small variations between
the PSNR values of the various frames. However, the PSNR
quality of the sequence decreases for scenario B when compared
to scenario A, since only half the number of bits is allocated to
each frame under this rate-allocation strategy. Depending on the
transmission bit-rate and the sequence characteristics, the loss
in individual image quality between the two scenarios can vary
between less than 1dB up to several decibels for sequences with
difficult to code textures at relatively high-transmission bit-rates
(e.g.,Mobile sequence).

From the performance plots portrayed in Fig. 11 and the vi-
sual evaluation of the resulting sequences, the following conclu-
sions can be drawn.

1) The difference between PSNR(FGS ) and
PSNR (FGS ), denoted PSNR , is a good
quantification of the improvement in PSNR which can be

10For an improved motion portrayal, motion up-conversion could be applied
at the receiver-side [19]. However, this would considerably increase the re-
ceivers’ complexity.

obtained by applying scenario A (i.e., SNR enhancement
only).

2) The difference between PSNR(FGS ) and
PSNR (FGS ), denoted PSNR , is
a good measure for the motion activity within (part of) a
sequence: a large difference corresponds to a high degree
of motion activity. For example, the PSNR for the
Akiyosequence, which is characterized by slow-motion,
is considerably lower than thePSNR for theSurfing
sequence, which has fast-motion. However,PSNR
is also dependent on the level of detail of the MC residual
signal texture (e.g., the PSNR of the Mobile se-
quence is relatively large despite its slow motion, due to
the texture richness).

3) If the individual image quality of (part of) a sequence is
very high, like in theAkiyosequence at kbits/s,
there is no further need for individual image quality im-
provement, and thus all the available bandwidth should
be spent for eliminating the motion jerkiness by coding
FGST frames.

4) If the individual image quality of a (part of a) sequence
is low, like in theMobile sequence at kbits/s,
improving the overall image quality has the first priority
and thus all the available bandwidth should be spent on
the FGS frames coding.

In summary, if a sequence is characterized by high-motion
(i.e., PSNR PSNR or the overall image quality of
the FGST frames is already very high, scenario B (i.e., trans-
mission of both FGS and FGST frames) should be employed to
obtain a good motion portrayal. Alternatively, if there is only
slow motion within the sequence or the overall image quality is
poor, scenario A (i.e., SNR-only) should be employed to obtain
a good image quality.

This very simple heuristic rate-allocation algorithm was ap-
plied to the sequences listed in Table III. For theMobile se-
quence at both 700 and 1000 kbits/s, scenario A has been em-
ployed since the individual image quality is relatively low even
at these high transmission bit-rates. Scenario B is selected for
theSurfingsequence at both 500 and 900 kbits/s due to the large
motion activity within the sequence. For theAkiyo sequence,
scenario B has also been employed despite the relatively slow
motion within the sequence since the individual image quality
is very high even at low transmission bit-rate (e.g., 100 kbits/s).
The visual evaluations of the sequences under both rate-control
scenarios were in-line with the automatic decision of the rate-al-
location mechanism.

However, for theForemansequence at, e.g., 490 kbits/s,
choosing a single scenario for the entire sequence is not
optimal, since the amount of motion activity and image quality
vary considerably on a scene basis. For example, the beginning
of the sequence is characterized by relatively simple textures
that are moving fast, while the end of the sequence is almost
static but has very detailed textures. Hence, for an optimal
tradeoff between the motion smoothness and SNR, the two
scenarios should be alternately used, dependent on the values
of PSNR and PSNR , as illustrated in Fig. 12. From the
visual evaluation of this rate-controlled sequence, it can be seen
that the overall image quality has improved compared to both
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previously mentioned extreme scenarios. The motion jerkiness
that characterized the beginning of the sequence in the first
scenario has considerably improved as a result of transmitting
additional FGST frames. Furthermore, the image quality at
the end of the sequence, which is almost static, has been
improved with respect to the second scenario. Moreover, due
to the employed rate-control, the quality fluctuations within
the sequences (in both motion-smoothness and individual
image quality) have been reduced, resulting in an overall more
pleasing visual experience.

The computation of the PSNR values required for the rate-
control algorithm can be performed at transmission time when
the available bandwidth is known. However, this would re-
quire the real-time decoding of each transmitted sequence and
thus, add a large undesired complexity to the server. To re-
duce this complexity, the necessary PSNR-values and the cor-
responding choice of scenario A or B for the rate allocation of
each pair of consecutive (FGS, FGST) frames can be determined
at encoding-time (i.e., off-line) for a particular set of bit-rates

, . Then, at transmission time, the server uses
the pre-stored rate-allocation choices made for the bit-rate,
where depending on the available bit-rate.

Another very important observation can be made from the
plots portrayed in Fig. 11. The image quality of the individual
frames improves considerably if a lower frame rate is employed
for the coding of the base layer. This is very important, since
the perceptual evaluation of the MPEG-4 streams coded at
low bit-rates reveals that improving the SNR-quality has the
highest priority for most sequences. Therefore, the proposed
FGS temporal-SNR scalability scheme provides an indirect
mechanism for enhancing the base-layer quality, since the
encoder can choose to code the base layer at a lower frame
rate, thereby providing the transmitted images with a higher
individual image quality. For the clients with receiving bit-rates
(much) higher than the base-layer rate, the motion-smoothness
can be improved by sending additional frames in the FGST
enhancement-layer. Such a tradeoff could not be performed
with the original FGS scheme (without FGST), since the frame
rate was fixed for all bit-rates (i.e., clients). In that scenario,
choosing a frame rate of e.g., 5 fps for compressing the base
layer with a better quality would have resulted in penalizing
the clients with high connection bit-rates, which would have
received a jerky motion video at 5 fps regardless of the available
bandwidth.

C. Temporal-SNR Tradeoffs using Base-Layer Information

It is important to mention that the switching decision be-
tween FGS and FGST can be made more robust by employing
base-layer information. For instance, the motion vectors deter-
mined at the base layer can be employed to determine the mo-
tion activity for a certain part of the sequence as described in
[16]. However, the relatively complex method proposed in [16]
can be replaced by a simpler method that relies on information
already available to the base-layer encoder: the number of bits
required for the compressed representation of the FGST frames
motion vectors. The number of bits required for the motion-vec-
tors is a good indication of the motion activity present within the
sequence. The number of bits spent on the motion-vector trans-

Fig. 12. Performance of the FGS temporal-SNR scalability after the proposed
rate-control.

mission is plotted in Fig. 13 for the FGST frames of the four
previously mentioned sequences. From Fig. 13, it can be con-
cluded that the size of the compressed motion-vectors correlates
well with the motion activity within the sequence as described
in Table III.

Then, based on the determined motion activity, Scenario A
can be employed for sequences with low motion activity and
Scenario B for sequences with high motion-activity. One disad-
vantage of this technique is that it does not take into account the
quality of the sequence at the transmission bit-rate. For example,
the Akiyo sequence will be coded using Scenario A based on
this method. However, as previously established,Akiyoshould
be coded using Scenario B since the image quality of the se-
quence is already very high at the base-layer bit-rate . To
improve the decision mechanism, another base-layer encoding
parameter can be thus employed: the complexity measure of the
I-frame. For example, the complexity measure used in the TM-5
rate control, which is known as Xi, can be employed for this pur-
pose. This measure is determined as part of the TM-5 rate con-
trol performed at the base layer. Table IV gives the complexity
measures of the intra-frames of the various sequences. A com-
parison of the determined Xi with the sequences’ description in
Table III reveals that the intra-frame complexity provides indeed
a good indication of the texture characteristics.11

The combination of motion activity and the I-frame com-
plexity measure forms a relatively robust mechanism for per-
forming the SNR versus motion-smoothness tradeoffs at a rel-
atively low cost (since these parameters are already computed
at the base layer). However, the performance of this method is
limited since the switch from Scenario B to Scenario A at higher
transmission bit-rates cannot solely be based on base-layer in-
formation. The switching should depend on the quality of the
decoded enhanced images at the specific transmission bit-rate.
Nevertheless, determining the SNR versus motion-smoothness
tradeoffs based on information already available from the en-
coding process forms an interesting topic for further research.

11The activity of an I-frame is a good description of the texture characteristics
within the GOP only if I-frames are inserted for each scene change.
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Fig. 13. Number of bits required for the compressed representation of the FGST-frames motion vectors as a function of the FGST frame-number.

TABLE IV
TM-5 COMPLEXITY MEASURES OF THEI-FRAMES (Xi) FOR THEDIFFERENTGOPsOF THE VARIOUS SEQUENCES

Based on the number of bits required for coding the mo-
tion-vectors of the FGST frames depicted in Fig. 13, it can
be concluded that a considerable amount of the FGST frames’
bit-budget is used for the transmission of the motion informa-
tion. This is especially true for sequences with a large motion
activity. To obtain a constant quality for both the FGS and FGST
frames at low bit-rates, a larger number of bits should be allo-
cated to the FGST frames than to the FGS frames to compensate
for the bits spent on the motion-vectors transmission. However,
this is not necessary for sequences with a low motion-activity
(e.g.,Akiyo, Mobile), since the compressed motion-vectors re-
quire only a limited number of bits for these sequences.

V. CONCLUSION

In this paper, a novel coding method for Internet video
streaming has been presented that allows real-time tradeoffs
between image quality (SNR) and motion-smoothness with
just one enhancement layer. The most important characteristic
of the proposed method is that the encoding and transmission
process are separated, allowing the tradeoffs to be performed in
real time, depending on the available bandwidth, packet losses,
or user preference. The presented scheme is also very resilient
to packet-losses, since unequal error-protection can be easily

employed to provide enhanced protection of the base layer and
limited or no protection to the hybrid temporal-SNR enhance-
ment layer. Additionally, the proposed method can be easily
implemented in conjunction with the MPEG-4 FGS (SNR only)
scheme with negligible additional complexity. Our experiments
also revealed that the presented FGS temporal-SNR scalability
has similar or better PSNR performance than the multilayer
scalability schemes.

Subsequently, an Internet video streaming system employing
the proposed hybrid FGS-temporal scalability structure has
been described in detail. This system performs the tradeoffs
between SNR and motion-smoothness in real time, depending
on the user preference or on a low-complexity rate-control
mechanism. For this purpose, a very simple, yet effective,
rate control has been introduced that ensures improved visual
quality for each client, depending on its available bandwidth.
Nevertheless, the proposed rate-control is very simplistic and
our future research concentrates on further improvements, e.g.,
employing a larger number of frames in the decision process
or adopting more sophisticated methods for establishing the
amount of motion in the scene, while keeping the processing at
the server side to a minimal level.

Finally, it is also important to mention that the hybrid tem-
poral-SNR scalability proposed in this paper has been recently
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proposed [18] and adopted in the MPEG-4 standard [10] to sup-
port video-streaming applications.
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