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A Hybrid Temporal-SNR Fine-Granular Scalability
for Internet Video

Mihaela van der SchaaMember, IEEEand Hayder Radhdember, IEEE

Abstract—Transmission of video over bandwidth varying packet-losses due to the underlying “best-effort” model of the
networks like the Internet requires a highly scalable solution |nternet Protocol (IP) [41, [8].
capable of adapting to the network condition in real-time. To 14 ¢ope with the heterogeneous structure of the Internet
address this requirement, scalable video-coding schemes with . . .
multiple enhancement layers have been proposed. However, underand its I.ack of Quality-of-Service (QoS) guarantees, sgal-
this multiple-layer paradigm, the transmission bit-rate of each able coding schemes have been proposed for Internet video
layer has to be predetermined at encoding time. Consequently, streaming. However, most of these schemes concentrate on
the range of bit-rates that can be covered with these compression SNR-scalability or combinations of SNR-scalability with spa-
schemes is limited and often lower than, or different from, the a1 and/or temporal scalability using multiple layers [2], [3],

desired range required at transmission time. In this paper, a . . . .
novel scalable video-coding framework and a corresponding where the transmission bit-rate of each layer is predetermined

compression method for Internet video streaming are introduced. at encoding time. Consequently, the range of bit-rates that can
Building upon the MPEG-4 SNR fine-granular-scalability (FGS) be covered with these compression schemes is limited and

approach, the proposed framework provides a new level of often lower than, or different from, the desired range required
abstraction between the encoding and transmission process by ot yransmission time. Also, the tradeoffs between image quality

supporting both SNR and temporal scalability through a single . -
enhancement layer. Therefore, our proposed approach enables (SNR) and temporal resolution (motion-smoothness) are made

streaming systems to support full SNR, full temporal, and hybrid at encoding-time and do not take into account the actual
temporal-SNR scalability in real-time depending on the available (available) transmission bandwidth, packet-losses, viewing
bandwidth, packet-loss patterns, user preferences, and/or receiver preferences of the users, or receiver complexity.

complexity. Moreover, our experiments revealed that the presented Recently, another class of scalable coding algorithms

FGS temporal-SNR scalability has similar or better PSNR perfor- h b d for Int t vid t ina: the 3-D
mance than the multilayer scalability schemes. Subsequently, an 'aS DEEN proposead for internet video streaming. the s-

Internet video streaming system employing the proposed hybrid Wavelet/sub-band coding techniques [4]-[7]. While these
FGS-temporal scalability structure is introduced, together with a methods are able to adapt in real-time (i.e., at transmission
\t;efy Slmplea_y{aé eﬁ;e_ctlve, rate-lqon(trsolllg)at pgrfOfmS the tradEOffS time) to the Internet bandwidth variations, their disadvantages
etween individual image quality and motion-smoothness o relativelv high com ional complexity and larae memor
in real-time. The hybrid temporal-SNR scalability presented in are .eat €y nig .CO putational complexity and large memory
requirements which make them unpopular for low-power

this paper has been recently adopted in the MPEG-4 standard to X ) . .
support video-streaming applications. devices like the mobile phones, for instance.

Index Terms—GS, FGS-temporal scalability, internet video Alternatively, in the MPEG-4 standard, a_fine-granular

streaming, MPEG-4, scalable video-coding, temporal-SNR scalability (FGS) video-coding scheme [8]-[10] has recently
rate-control. been introduced that provides both bandwidth-scalability and

packet-loss resilience [11] at a low-cost. However, a limitation
of the original MPEG-4 FGS framework (see Fig. 1) is that only
the image quality of the base-layer pictures can be enhanced
ULTIMEDIA distribution over the Internet is becoming (i.€., it provides only SNR scalability). However, if clients with
increasingly popular. However, since the Internet waery different connection capabilities need to access the same
designed for computer data communication, satisfying tiédeo sequence, tradeoffs should be made between the frame
necessary requirements for the effective delivery of multiate (motion smoothness) and image quality (SNR) of each
media streams poses significant challenges. For example, ih@vidual frame. Therefore, the frame rate of the transmitted
Internet is characterized by large bandwidth variations dwégleo sequence has to be enhanced in conjunction with the
to heterogeneous access-technologies of the receivers (énglividual image quality.
analog modem, cable modem, xDSL, etc.) or due to dynamicln this paper, a novel scalable video-coding framework
changes in network conditions (e.g., congestion events). Mog#id a corresponding compression method for Internet video
over, the Internet experiences a relatively high percentagesfeaming is introduced. Building upon the MPEG-4 FGS
approach, the proposed framework provides a new level of
abstraction between the encoding and transmission process
Manuscript received June 15, 2000; revised December 7, 2000. This paBXr supportingboth SNR and temporal scalability through
was recommended by Guest Editor W. Zhu. a single enhancement layer. This abstraction is important,
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Fig. 1. FGS structure at the encoder and streaming server for a typical Internet streaming application.

cannot be anticipated at encoding time, the individual imady MPEG-4 as the video-coding tool for streaming applications
quality or the motion smoothness can be enhanced. With fi€]. The scalability structure of the FGS method is portrayed
proposed solution, which employs a fine-granular single layer Fig. 1(a). In addition to the base layer, which is coded with
for both SNR and temporal scalability, these decisions cam MPEG-4 compliant nonscalable coder, FGS consists of a
be easily performed at transmission time depending on thiagle enhancement layer coded in a progressive (fine granular)
user, decoder or server requirements. Another advantage ofritenner. Under this framework, the scalable video content can
novel framework presented in this paper is its reduced decodercompressed over any desired bit-rate rgfyg,,, Ruax].!
complexity, requiring minimal addition to the original MPEG-4 The base layer is coded with a bit-rafg; ;,, chosen so that
FGS (SNR) implementation. the available bandwidth (over the time-varying network) is
The proposed hybrid temporal-SNR FGS scalable codinghifgher thanRp;, at all times(Rpr, < Ruin). Subsequently,
based on a novel scalable technique for coding B-frames. Tkie enhancement layer is over-coded at encoding time using a
novel method is especially beneficial for devices with limitebit-rate( R,.... — Rpr), as portrayed in Fig. 1(a). The enhance-
computational resources (e.g., mobile phones, wireless gadgetsnt layer can be coded progressively (bit-plane by bit-glane
etc.) that cannot guarantee the full decoding of nonscalablédy employing any embedded compression technique [12]
B-frames. With the proposed scalable algorithm, the vidde.g., wavelet or embedded DCT coding scheme [13]). In
guality is enhanced even if the B-frames are only partialljpe remainder of this paper, the effective and low-complexity
decoded due to the limited computational resources. bit-plane embedded-DCT algorithm adopted by the MPEG-4
The paper is organized as follows. In Section Il, the FGgandard has been employed for the FGS enhancement-layer
SNR-scalability currently adopted in MPEG-4 is presentedoding [10], [13]. As can be seen from Fig. 1(a), the enhance-
Subsequently, in Section IlI-A, a new method for the fine-gramaent-layer frames are intra-coded, but the coding efficiency
ular coding of B-frames is proposed. Section I1I-B presents tfit’wm temporal redundancy exploitation is partially retained
FGS temporal-SNR scalability structure and in Section llI-Gecause the MPEG-4 motion-compensated (MC) scheme is
its performance is evaluated against that of a multilayemployed at the base layer. The block-diagram of the FGS
temporal-FGS scalability framework. The application of thencoder is portrayed in Fig. 2, clearly illustrating the small
proposed FGS temporal-SNR scalability to Internet videmdditional computational complexity introduced by the FGS
streaming is described in Section IV. Subsequently, a low-cogeding of the enhancement layer. While the computational
plexity rate-control is introduced that is able to perform theomplexity is low, the memory requirements are more signif-
tradeoff between SNR and motion-smoothness in real-timeant, since one additional frame memory is necessary in the
depending on the bit-rate availability of the various client&nhancement layer for the bit-plane coding and the memory
Section V presents the conclusions. bandwidth increases since the data is scanned progressively
(i.e., bit-plane by bit-plane).
At the streaming server, the enhancement layer improves
II. FGS SNR-SALABILITY upon the base-layer video, fully utilizing the bandwidth R
FGS has recently been introduced [8], [9] to compensate f&f;ﬁ;ﬁi@%ﬁf{ﬁ?éﬁm g'g’lmmas_”d maximum bandwidth, respectively,
the unpredictability and variability in bandwidth between senderzm a progressive coder, the more significant bit-planes are transmitted prior
and receiver(s) over the Internet. FGS has also been adoptatle less significant bit-planes.
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Fig. 3. Top: standard MPEG-4 nonscalable codec. Bottom: alternative codec
using FGS for the coding of the B-frames texture.

i both unicast and multicast scenarios without significant com-

f plexity [8]. Furthermore, when compared with other scalable

H approaches, FGS provides a good balance between coding-effi-
....... R C|ency and Scalablllty [14]
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Fig.2. Block-diagram of the SNR-FGS encoder for the base and enhancement I1l. HYBRID TEMPORAL-SNR SCALABILITY
layers.
A. Fine-Granular Coding of B-Frames

available at transmission-time [see Fig. 1(b)]. The FGS scala-In this section, a novel scalable technique for coding
bility structure allows for resilient Internet video transmissioB-frames is introduced that is based on the FGS bit-plane
[8], since the base-layer video can be reliably delivered usiggmpression scheme previously described. The fine-granular
re-transmission or other packet-loss recovery methods [8fiding of B-frames is interesting because it allows the partial
[11], while the enhancement layer can be left unprotectélcoding of B-frames depending on for example, the received
since the packet losses do not propagate. Then, at the decdifefate, or the available computational resources. This feature
side, the base layer and the received portion of the enhaniseespecially beneficial for devices with limited computational
ment-layer data are decompressed. Furthermore, the P®@Sources, where the full decoding of the computationally ex-
enhancement-layer decoder is complexity-scalable, since flensive B-frames cannot always be guaranteed. A disadvantage
decompression process can be stopped whenever the procesdimgnscalable B-frames is that partial decoding will lead to a
power of the decoder is exceeded. This characteristic of FGY&y poor image quality because only a portion of the image is
very important, since the same content is accessed by varieadanced. Moreover, as will be demonstrated in this section,
receivers (e.g., set-top-boxes, PCs, wireless telephones, dtiye is no performance penalty associated with the increased
with different computing power, memory, display resolutionfiexibility provided by the progressive coding of B-frames.
etc. A more detailed description of the FGS technique can beFrom the FGS encoder block-diagram depicted in Fig. 2, it
found in [8] and [10]. becomes clear that the FGS residual signal (FGSR) and the mo-
It is interesting to note that the rangeR[in, Rumax] tiON-compensation residual signal (MCR) result from two dif-
can be determined off-line (e.g., for a particular set derent processes: quantization and MC prediction, respectively
Internet access technologies). For unicast streaming, an es-
timate for the available bandwidi® can be generated in FGSRi) = F(i)—F,(i) and MCR3) = F(i)—F,"(i-1),
real-time for a particular session. Based on this estimate,
the server transmits the enhancement layer using a bit-rateere

Rgp = min(Ry.x — Rpr, R — Rpr). Due to the fine gran-  F(7) current frame to be coded;

ularity of the enhancement layer, simultaneous real-time ratef (%) current frame reconstructed at the decoder
control on multiple streams can be implemented with minimal side, after quantization and dequantization;
processing. This FGS property is very important since in thquMc(i — 1) MC prediction based on the previous recon-
unicast (on-demand) case, the streaming video server may be structed frame at the decoder side.

required to serve thousands of clients simultaneously, and thusDespite their different provenience, the FGS and the MCR
only limited processing can be performed at the server sidedignals have very similar statistical properties [12], [15], indi-

prevent overloading. cating that coding methods that prove to be efficient for one of
For multicast streaming, a set of intermediate bit-ratethe residual signals will also lead to good rate-distortion perfor-
Ry, R,,..., Ry, can be used to partition the en-smanceswhen applied tothe othersignal.In[12]and [14], itwas

hancement layer into sub-streams. In this cas¥, shown thatthere is no performance penalty associated with the
fine-granular streams are multicasted using the bit-ratdsie-granular compression of the SNR residual signal (FGSR)
Ry, = R, — Rpyr,..., Ren = Ry — Rn_1, with when compared with the standard quantization and variable-
Rpr < R < --- < Ry < Rk length coding methods employed in the MPEG-4 multilayer

Therefore, the fine granularity provided by FGS gives th8NR scalability schemes. Consequently, FGS is a good candi-
server total flexibility in adapting to the network condition indate for the compression of the MCRs.
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Fig. 4. Block-diagram of the novel nonscalable encoder with fine-granular B-frames.

To validate this assumption, the performance of the nonscal- TABLE |
able MPEG-4 codec has been compared to that of a modified ~ RATE-DISTORTION PERFORMANCE OF THEVARIOUS B-FRAME

. IMPLEMENTATIONS
MPEG-4 coder where the B-frames were coded using3¥GS
(i.e., the scenarios depicted in Fig. 3). For the experiments, 1(k§ PSNR (Y/U/V) PSNR (Y/U/V) PSNR (Y/U/V)
) _ /s) MPEG-4 Standard FGS coding of B-frames FGS coding of
TM-5 rate control has been used for the standard MPEG-4 nc Codec with MPEG4 FGS-coding | Bframes with AC

scalable codec, while the alternative coder allocates the sa_ 100

29.20, 35.36, 35.97

29.09, 35.60, 35.83

29.34, 35.71, 36.00

35.62, 40.76, 42.02

35.52, 40.74, 41.96

35.62, 40.76, 42.00

number of bits to each frame for a fair comparison. The encoc ‘1‘880

39.47,43.51,44.95

40.08, 43.84, 45.28

40.15, 43.88, 45.31

of the alternative codec is shown in Fig. 4.
For the fine-granular coding of the B-frames, two different

algorithms have been used: one based on the FGS scheme .

adopted in MPEG-4 [13], the other based on a novel algorithifiSS efficiently by the standard MPEG-4 run-amplitude entropy

which replaces Huffman with an adaptive arithmetic codingP9ec than the FGS entropy coder. _

(AC) without multiple contexts [20]. The comparison has Consequently, coding schemes employing only |- and

been performed for the 100 kb/s—1 Mb/s range and it revealagrames in the base layer (e.g., like in the H.261 standard or

a minor decrease in PSNR at lower bit-rates (0.1 dB) afge Simple Profile in MPEG-4) can use fine granular coded

a moderate increase in PSNR at higher bit-rates (0.5 diyj;/ames to enhance their flexibility, coding performance

when Huffman coding has been used. However, if an adapti%d error re_5|I|ence, whlle_ having no rate-dls_tomon penalty

arithmetic coding without multiple contexts [20] is employe§Pmpared with the conventional IPB-compression schemes.

for the entropy coding, the alternative coder always has the bestievertheless, it is important to mention that even though
performance. there is no coding penalty associated with the FGS coding of

Several results are given in Table | for the MPEG-4 video teS¢frames, an encoder like the one depicted in Fig. 4 is more

sequenc&oremanat CIF-resolution and 10 Hz, with a GOP ofcomplex than a conventional nonscalable codec. The increased

N = 24 frames andy/ = 3. These results indicate that the ﬂex_complexity is due to the different codecs used for the texture

ibility associated with the progressive coding of B-frames do&8Mpression of I-/P- and B-frames, respectively. Hence, the
not result in an image quality penalty. Another important corrchitecture proposed in Fig. 4 becomes interesting only in a
clusion that can be drawn from Table | is that as the bit-rate jic@lable coder, where FGS is used for the compression of the
creases, the performance gain of the proposed FGS based cotl@ residual signal. In this case, the FGS codec can be em-
compared with the nonscalable codec also increases. This isBjgyed for the compression of both the motion-compensation
cause at high bit-rates, the reference |- and P-frames are cofBd SNR residuals.
:’:ttignafgre :Leer gtjf?;!zetgalz:aeniis, ;(z r?i gbhegieifr;et(rar;r,)(:;]ael lij/leé:srr . Introduction to Fine-Granular Temporal Scalability (FGST)
the B-frames contains mostly high frequencies that are coded\s mentioned earlier, a limitation of the current FGS im-
plementation is that the frame rate is “locked” to the original
3Here, FGS has been used only for the embedded coding of the B-franfd@se-layer frame rate, independent of the available bandwidth.

texture. Motion-vectors still need to be computed and transmitted with the cqpr H.263. MPEG-2. and MPEG-4. the temporal scalability tool
ventional MPEG-4 strategy, with the only difference being that they are now ’ ' ’

clustered in the beginning of the B-frames, leading to an inherent data-paﬁpables frame-rate variations of a video sequence by coding
tioning and consequently an improved error resilience. a base layer at a frame rafg frames per second (fps) and
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SNR FGS residual can be computed directly in the DCT domain,
the FGST residual is computed in the pixel domain because the
motion compensation takes place in the pixel-domain. There-
fore, the FGST residual frames have to be DCT transformed
prior to their bitplane-based entropy coding. In addition, and
as mentioned above, the FGST residual is computed based on a

Enhancement Layer

P

n “ motion-compensation approach from base-layer pictures.
Base Layer However, the additional computations needed for FGST
frames’ coding can be reduced to a minimum if the encoder
Fig. 5. Example of all-FGS hybrid temporal-SNR scalability. and respectively decoder architectures allow the reusability

of existing blocks. As shown in Fig. 6(a), the DCT, mo-
tion estimation, motion compensation, and frame merhory
functional blocks from the base-layer encoder can be reused
IePgrecomputing the FGST DCT residual signal. This can be

coding additional frames at the enhancement layer ¥iithr he
video sequence can then be played depending on the avai
bandwidth and decoder capabilities at either a frame fater

. h h . dqi , the functional blocks available for the encoding of
transmission. Furthermore, the experiments presented in Sgecpase jayer can be reused for FGST compression. Similarly,
tion lll-A reveal that there is no penalty associated with the FGR, sNR EGs entropy-encoder can be shared between the SNR

coding of MC residuals. Therefore, we propose a single-laygbs and FGST frames, since both of these picture types are
FGS hybrid temporal-SNR scalability, which extends the ﬂe)ﬁever compressed at the same instance of time

ibility specific to FGS to the hybrid temporal-SNR sca]gbility As depicted in Fig. 6(a), the motion estimator outputs two
scheme. The proposed hybrid temporal-SNR scalability Prgats of motion vectors: one set for the base-layer pictures and

vides total flexibility in supporting: the other for the FGST frames. The MVs associated with FGST
1) SNR scalability while maintaining the same frame rateframes are multiplexed with the enhancement-layer bitstream
2) temporal scalability by increasing only the frame rate; using the data-partitioning strategy explained above. Moreover,
3) both SNR and temporal scalabilities. the two FGS enhancement-layer streams can be either multi-
Fig. 5 shows the proposed hybrid scalability structure. In agiexed to generate a single stream (which consists of both SNR
dition to the standard SNR FGS frames, this hybrid structure iand temporal FGS picturesy stored/transmitted in two sepa-
cludes MC residual frames in the enhancement layer. We referéte streams.
these MC frames as the FGST pictures. As shown in the figure Fig. 6(b) illustrates the corresponding functional architecture
each FGST picture is predicted from base-layer frames thatfdo the hybrid temporal-SNR FGS decoder. Similar to the en-
not coincide temporally with that FGST picture, and thereforepder architecture described above, the decoding of the FGST
this leads to the desired temporal scalability feature. Moreovégmes can be realized with minimal complexity overhead. This
the FGST residual signal is coded using the same fine-granukaccomplished by sharing the motion-compensation functional
video coding method employed for compressing the standdridck with the base layer and sharing the standard SNR FGS
SNR FGS frames. decoding path. As shown in Fig. 6(b), the FGST compressed
Consequently, each FGST picture includes two types siteam is de-multiplexed to separate the MV’s data from the
information: 1) motion vectors (MVs), which are computegoded residual information. The FGST MVs are used by the mo-
with respect to the temporally adjacent base-layer framégn-compensation block to compute the FGST predicted frame,
and 2) texture data, representing the fine-granular (i.e., bithile the compressed residual information is decoded and in-
plane-DCT) coded MC FGST residual. These two sets wérsely transformed by the enhancement-layer decoder. The two
information of an FGST picture are coded and transmitteiignals are added together to generate the FGST frame which
using a data-partitioning strategy. Unlike the base layer, wheg@n be sent directly to the display device. For the SNR FGS
the MVs and corresponding texture data of each macroblock a@mpressed frames, the decoded signal has to be added to the
sent macroblock-by-macroblock, for FGST, all motion vectogorresponding base-layer frames before the display operation.
are clustered and transmitted first. Subsequently, the codedo limit the amount of memory required for the implementa-
representation of the DCT bitplanes’ residual signal is sefion of a codec supporting the FGST functionality, the enhance-
This data partitioning strategy provides a useful packet-log¥ent-layer frames cannot be used as a reference for MC predic-
resilience tool by enabling the transmission of the MV datiéon, i.e., the FGST-frames are only predicted from base-layer
in designated packets (i.e., separate from the residual-D@@mes. Hence, two reference frames memories are necessary
signal packets of both SNR and temporal FGS frames). Thdee the implementation of the proposed FGST scheme. These
MV-designated packets can then be provided with a higher
level of protection than other packets, thereby reducing thepepending on whether the base layer allows the encoding/decoding of

negative impact of packet losses on the MC FGST frames. B-frames, a different number of frame-memories is necessary for the base-layer
compression. If B-frames are never used in the base layer, an additional

Fig. 6(a) shows a funCtio_nql architecture for the hybrid ten?r'ame memory is necessary for the FGST compression, otherwise the existent
poral-SNR FGS encoder. It is important to note that although theme-memories can be reused.
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Fig. 6. Architecture of the all-FGS hybrid temporal-SNR scalability: (a) encoder and (b) decoder.

two frame memories can be shared by the motion-compens

tion unit of FGST and the base-layer B-frames.

FGS Layer FGS FGS

C. Comparison with Multilayer FGS-Temporal Scalability

X
An alternative to the proposed FGS temporal-SNR scalabiliti Ttemporal Layer

would be to separate the SNR and temporal-scalability layers, . AKX WY

depicted in Fig. 7. The FGS layer is coded then ontop of both th] ., . .. Ili__,\-l P '-/—,| P '/—,

base and temporal enhancement layers and therefore enhan

the SNR quality of all frames. For simplicity, this alternative

implementation is referred to in the remainder of the paper &8 7- Multilayer FGS-temporal scalability structure.

multilayer FGS-temporal scalability, since one base-layer and

two enhancement layers are employed for its realization.  quence, requiring a discrete bit-rate 8f;;, + R%,. Another
Inthe multilayer FGS-temporal scalability implementation ildisadvantage of this solution resides in its increased implemen-

lustrated in Fig. 7, the bit-rate of the temporal scalability layeation complexity, since two residuals need to be computed for

is predetermined at encoding time. Since the temporal enhantte temporal-frames (MC and FGS-residuals) and two algo-

ment layer is not fine-granular, it needs to be entirely decoddthms need to be employed for the decoding of the enhance-
in order to improve the temporal resolution of the decoded s@ent-layer texture (i.e., the traditional nonscalable decoding of
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RATE-DISTORTION PERFORMANCE OF THEMULTILAYER FGS-TEMPORAL

TABLE 1l
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SCALABILITY AND FGS TEMPORAL-SNR SCALABILITY

Rer  |Rel' [Re/® [SNR (Y/U/V) SNR (Y/U/V)
(kb/s) |(kb/s) |(kb/s) |Multi-layer All-FGS
FGS-temporal temporal-SNR @)
(Figure 7) (Figure 5)
100 |40 0 30.57,37.07,37.68 [30.54,37.02,37.59
100 |40 100 ]32.94,38.28,39.27 [32.95,38.28,39.27 Base Layer
100 |40 200 [34.73,39.57,40.73 [34.7439.57,40.74
100 |40 300 [36.01,40.41,41.40 [36.02,40.41,41.41 Enhancement Lager
100 |40 400  [37.54,41.32,42.62 ]37.55,41.32,42.63 =
100 |40 500  [38.75,42.29,43.60 [38.75,42.29.43.61
100 [40 600 [39.53,42.99,43.99 |[39.54,43.00,44.00
100 |40 700 |40.44,43.67,44.55 |40.45,43.67,44.57 (b)
100 |40 800  [41.51,44.30,45.24 [41.53,44.31,46.26

the frames in the temporal layer followed by the FGS decodi

of the SNR-residual).

For the implementation of the fine granularity, the embeddt
DCT bit-plane coding method currently adopted for MPEG-
FGS [14] has been employed. In order to keep the impleme
tation of the all-FGS hybrid temporal-SNR scalability at Iov(c)
complexity, the same VLC tables have been used for both F(

and FGST frames.

The two hybrid FGS-temporal scalability structures hav

The GS enhancement layer

Portion of the enhancement layer transmitted in real-time

Enhancement Layer

Base Layer

Enhancement Layer

X

Base Layer

been implemented and their results are presented in Table Il tor
the sequenc&oreman The experiments have been performed
for a frame ratefgr, = frr, = 5 fpS. The base |ayer containsFig- 8. Examples of using the new scalability structure in supporting temporal,

GOPs with only | and P-framgdy/ = 1), which last for 2.4 s

SNR, and joint temporal-SNR scalability in a fine-granular way.

(N = 12), and employs TM-5 for rate control. For the coding

of the temporal layer B-frames in the multilayer implementa¥ith time. Furthermore, it is important to note that while the
tion, a fixedQP = 28 has been employed. To provide a faigenerated compressed stream has a total framejgatéhe
comparison, the temporal/FGS (FGST) frames in the all-Fd&nsmitted stream could have a different frame rfte A
implementation have been decoded with the same amountSfilar observation is true for the SNR quality improvement: at
bits as employed for the B-frames in the temporal scalabiliffansmission time, it can be decided to what extent to improve

layer of the multilayer scalability implementation. This bit-rat

e image quality (SNR) of the individual frames depending on

adjustment is easily performed due to the embedded-strefiifi available bandwidth.

property of FGS. In Table llR5., represents the base-layer For example, depending on the image content and available
rate, R, represents the temporal-layer rate for the multilayd&andwidth, the server can decide to enhance only the image
implementation, andREGS is the SNR FGS layer bit-rate. quality of the base layer at frame rafg . by sending first the
As can be seen from Table II, the rate-distortion performanE&S residual frames corresponding to the base-layer frames
of the previously two described implementations of hybritFig- 8(a)]. In this casef; = fpr. An alternative is to en-
SNR/temporal scalability is very similar. In other wordshance the motion-smoothness by sending the temporal enhance-

there is no penalty associated with the proposed single-lajg@nt layer (the FGST-frames) prior to any FGS enhancement
scalability solution. layer [Fig. 8(b)]. The sequence can then be played at frame rate

ft = fr = fer + fer. Then, if there is still available band-
width, the SNR quality of all I-, P-, and B-frames of the base
layer and temporal enhancement layers could be enhanced by
i _ . transmitting their FGS enhancement layers [Fig. 8(c)]. More-
A. Internet Video Streaming using FGS Hybrid Temporal-SNR e ariations between the previously mentioned alternatives
Scalability are also possible: SNR improvement of base layer at bit-rate
The structure of the FGS hybrid temporal-SNR scalability i®1 followed by temporal resolution improvement at bit-rate
very flexible and permits tradeoffs to be easily performed bé#2 (R2 > R1) followed by SNR improvement of both base
tween improving the SNR and motion smoothness. In generahd temporal enhancement layer at bit-r&& (R3 > R2).
the proposed scalability structure supports variable frame-rétés important to notice that this FGS hybrid temporal-SNR
scenarios where the enhancement-layer frame rates may \&ufyeme permits tradeoffs between temporal-resolution and SNR
s _ _ _ _ _ improvementst transmissiortime, depending on the available
Alternatively, Huffman-coding can be replaced with adaptive arithmeti

coding without multiple contexts, leading to a coding gain ranging betweéfindWidthR and possible user preferences, antat encoding
0.1 and 0.7 dB.

IV. INTERNET VIDEO STREAMING AND RATE-CONTROL FOR
HYBRID TEMPORAL-SNR S ALABILITY

time
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stream [see Fig. 10(a)] or separated as two (temporal and SNR)
FGS streams [see Fig. 10(5) By coding the FGS and FGST
streams in separate enhancement layers, the tradeoff between
SNR and temporal improvements can easily be performed at the
video object layer (VOL) level by assigning different priori-

ties to the two enhancement-layer streams. This becomes more
difficult in the case where both FGS and FGST streams are
coded in the same layer, since the header of each fr@vitaP)
needs to be decoded to determine its type (i.e., an FGS-VOP
or FGST-VOP). However, the advantage of having only one
FGS-FGST enhancement layer is that only one stream needs to
be transmitted, thereby reducing the system overhead (e.g., the
management of multiple streams).

B. Temporal-SNR Tradeoffs for Improved Visual Quality

In order to perform the temporal/SNR rate-allocation in ei-
ther real-time or off-line, a mechanism needs to be identified

Fig. 9. Internet video streaming system using the proposed hybrid FGS-temporal scalability structure.
FGS-FGST Layer
FGS FGST FGS FGST FGS FGST FGS
VOP VOP VOP VOP vopP VOP VOP
I | I [
| I I I
Base Base Base Base
VOP VOP VOP VOP
Base Layer
(@
FGST FGST FGST FGST
Layer VOP VOP VOP
A J A A
FGS | FGS FGS FGS FGS
Layer | VOP VOP VOP VOP
[ I I I
I I I
Base | Base Base Base Base
Layer | VOP VOP VOP VOP
(b)

to determine the optimal visual quality. In [16], an efficient

Fig. 10. Two alternatives of streaming the FGS temporal-SNR enhancemB&t€-control for temporal scalability has been proposed that is
layers. (a) Single FGS stream. (b) Two FGS streams.

based on three parameters: 1) bit-rate adherence; 2) motion;
and 3) frame separation. While this method proves to be very
efficient in determining which frames should be transmitted in

In Fig. 9, an example of an Internet video streaming systeiff® temporal layer of an H.263-compliant codec for optimal
employing the proposed hybrid scalability structure is poRerception, itdoes notprovide any mechanism for performing the
trayed. The compressed FGS/FGST stream(s) can be storelfBtPoral-SNR tradeoffs. Such amechanismis presented in [17],
transmitted in real-time. In both scenarios, a rate controller cifiere a real-time frame-rate control for H.26%ideo coding
be employed to determine at transmission-time the bit-rat§sProposed. Nevertheless, although the real-time rate-control
(e, Rpp = RESST + RESS = R — Rpy) that should be presentedin[17]isnotvery costlywhenappliedtoasingle stream,
allocated for transmitting the hybrid FGST and/or SNR frames
depending, among other things, on inputs from the FGS Rathoth methods are currently supported by the MPEG-4 standard.
Controller (see Section IV-B) and/or the user(s).

Furthermore, it is .'mportam to .mem'on that the FGS andsg, the current MPEG-4 FGS profile, each frame contains only one object,
FGST streams can either be combined to generate a single F@Sone VOP.

VOL and VOP are the MPEG-4 terminology for a video object layer and
video object plane, respectively.
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Fig. 11. (a) Performance of the FGS temporal-SNR scalability for the extreme scenarios described in Section I1V-B, where no tradeoffs were mdsldRetwee
and motion-smoothness.

its complexity grows considerably if performed simultaneouskyhere

on a large number of unicast streams. Moreover, in the H:263 F.; number of bits for théransmittedenhancement-frame
case, the tradeoff between the SNR and temporal enhancement i

layer cannot easily be made on a frame-by-frame basis, since th&.,,, bit-rate available for the enhancement layetrahs-

number of bits per enhancement-layer frame is different. Thus, a mission-time
large number of frames (e.g., a GOP) needs to be employed for &5;, base layer and FGS (SNR) enhancement-layer frame
robust rate-allocation mechanism that guarantees a fixed overall rate;

bit-rate. However, inthe FGS temporal-SNR scalabilityproposed k  total bandwidth available at transmission time;
inthis paper, performing suchatradeoffbecomeseasierduetothé& z;, base-layer bit-rate.
fine-granularity ofthe enhancementlayer. Therefore,asimpleandConsequently, since each base-layer frame is enhanced by
novel algorithm is introduced for performing the temporal-SNEhe same number of bits, the FGS quality “follows” the quality
tradeoffon multiple streamswith low complexity. of the base layer. Visual evaluation of the FGS streams coded
For the original FGS coder (see Fig. 1), a very simple rateth this simple rate-control revealed a good performance [14].
control for the enhancement-layer frames showed good perfblence, a similar rate-control strategy could be adopted for the
mance results: the available enhancement-layer bandwidti=8S temporal-SNR scalability introduced in this paper. In this
distributed evenly between the FGS (i.e., SNR) frames. Thusase, the available bandwidth is split evenly between all tem-
R..n R-—Rpp poral (FGST) and SNR (FGS) enhancement frames (see Fig. 8).
Fa=Fea=-=ltn= fsr  fsr If a single FGST frame is inserted between all base-layer frames
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Fig. 11. (Continued.Xb) Performance of the FGS temporal-SNR scalability for the extreme scenarios described in Section I1V-B, where no tradeoffs were made
between SNR and motion smoothness.

(i.e., the odd frames are FGS frames, the even are FGST frames), fgz). The number of bits for each FGS frame equals

the size of each enhancement-layer frame equals FYSS = Ron/fi = (R— Rpr)/ fer and FEEST = .

2) Scenario B (Best Case for Motion Smoothneti: en-
hancement bit-rat&.,,;, available at transmission time is
used for sending all FGS and FGST frames, at the overall

pFGS _[pFGST _ [;FGS _ [fFGST _  _ Rexn  R— Rpr,
el —+e2 —+e3 —+ted o T f _fBL+fEL
t

where frame rate off g1, + f£1,. The number of bits for each FGS
fr  total frame rate afransmission-time and FGST frame, respectively, equasSS = FEGST =
frr. base-layer and FGS (SNR) enhancement-layer frame  Renn/ft = (R — Rpr)/(fBL + fEL).
rate; In our experiments, we consideréd, = frr = 5 fps (i.e.,
for, FGST enhancement-layer frame rate. one bi-directional predicted FGST frame is coded between two

base-layer frames). The base layer is coded in both scenarios

To evaluate whether this rate-control strategy gives a gogfth the same bit-raté& 5, and contains only I- and P-frames
tradeoff between motion smoothness and individual imagge. A/ = 1) and a GOP-size of 2.4 s (i.eN = 12). For a

quality, the PSNR performance of an entire set of sequenggg comparison, the enhancement-layer rate is kept the same
coded at d|ﬁer§nt bit-rates has been analyzed under tyg poth scenarios, and thugs's = FESST = Ren,/2fB1 =
extreme scenarios. FF$5/2. The sequencesadopted for the analysis contain var-
1) Scenario A (Best Case for Individual Image Quality)ious degrees of motion and textures and are representative of
the enhancement bit-rat&.,; available at transmis- . .
9The sequences employed in our evaluation are well-known MPEG-4 test

Slon'“m? is used SOlely for PSNR improvement (|'esequencesF()reman Akiyo, andMobile), with one exception, th&urfingse-
for sending only FGS residual frames at the frame ratgence, which was chosen due to its fast-motion characteristics.
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TABLE Il obtained by applying scenario A (i.e., SNR enhancement
CHARACTERIZATION OF THE SEQUENCESEMPLOYED FOR THERATE-CONTROL only).
EVALUATION . .
2) The difference between PSNEFGS:)) and
Sequence Motion-characteristics Texture-characteristics PSNRA(FGSNT (L + 1)), denOtedAPSNFé\IT(i + 1), is
Akiyo Static background. talking-head ___Easy texture a good measure for the motion activity within (part of) a
Foreman First-part of the sequence contains | Beginning of the sequence has a i .
high-motion, the second part is relatively easy texture, sequence: a large difference corresponds to a high degree
almost static the Se°°c‘l‘edt ;;f;f‘;i;::‘m"ely of motion activity. For example, thAPSNR'" for the
Mobile Slow, constant movement Very detailed texture AklyO sequence, which is characterized by slow-motion,
— o roughout the sequence _ T is considerably lower than thePSNR'? for the Surfing
- 1 tl t tl t talled, random . .
wime sequenee, lots of scenc-changes A e sequence, which has fast-motion. HowevaPSNR'®

is also dependent on the level of detail of the MC residual

signal texture (e.g., the\PSNR'" of the Mobile se-
the content streamed over the Internet. Their characteristics are quence is relatively large despite its slow motion, due to
summarized in Table Ill and their performances at various bit  the texture richness).

rates are illustrated in Fig. 11. 3) If the individual image quality of (part of) a sequence is

In scenario A, the FGST frames are not transmitted, and thus ~ Very high, like in theAkiyosequence ak = 400 kbits/s,
each FGS frame [i.e., FG8] is displayed twic& to produce there is no further need for individual image quality im-
a 10-Hz sequence. Thus, the PSNR value for the Not-Trans- provement, and thus all the available bandwidth should
mitted (NT) frame, denoted as PSNEFGS (i + 1)), is be spent for eliminating the motion jerkiness by coding
computed based on the previously decoded FGS-franie FGST frames.

the scene contains a large degree of motion, the difference4) If the individual image quality of a (part of a) sequence
between adjacent frames at 10 Hz is relatively high, and thus, is low, like in theMobile sequence akz = 700 kbits/s,

PSNR values for the sent frames [i.e., PSNRGS))] will improving the overall image quality has the first priority
be considerably higher than for the not-transmitted frames ~ and thus all the available bandwidth should be spent on
li.e., PSNRy(FGS¥T(i + 1)) <« PSNR4(FGS4))]. This ob- the FGS frames coding.

servation can be easily verified by evaluating the performanceln summary, if a sequence is characterized by high-motion
plots of the Surfing sequence, which has a high degree di.€., APSNR'™" > APSNR') or the overall image quality of
motion. Alternatively, in theAkiyo sequence, where only lowthe FGST frames is already very high, scenario B (i.e., trans-
motion-activity exists, the PSNR swing between the transmittédssion of both FGS and FGST frames) should be employed to
and not-transmitted frames is considerably lower. Furthermog®tain a good motion portrayal. Alternatively, if there is only
it is important to notice that the PSNR swing in Scenario Alow motion within the sequence or the overall image quality is
increases with the bit rate, thereby indicating that the motid#®or, scenario A (i.e., SNR-only) should be employed to obtain
jerkiness becomes more visually disturbing as the individualgood image quality.
image quality (SNR) improves. This very simple heuristic rate-allocation algorithm was ap-
In scenario B, all FGS and FGST frames are transmitted, aplégd to the sequences listed in Table Ill. For tebile se-
the PSNR of each FGS frami@nd FGST frameé + 1 is com- quence at both 700 and 1000 kbits/s, scenario A has been em-
puted as PSNR(FGS7)) and PSNR;(FGST(: + 1)), respec- ployed since the individual image quality is relatively low even
tively. In this scenario, the motion portrayal of the sequencéé these high transmission bit-rates. Scenario B is selected for
improves as indicated by the relatively small variations betwe#e Surfingsequence at both 500 and 900 kbits/s due to the large
the PSNR values of the various frames. However, the PSNRotion activity within the sequence. For tiAkiyo sequence,
quality of the sequence decreases for scenario B when compdiegnario B has also been employed despite the relatively slow
to scenario A, since only half the number of bits is allocated footion within the sequence since the individual image quality
each frame under this rate-allocation strategy. Depending on tB&ery high even at low transmission bit-rate (e.g., 100 kbits/s).
transmission bit-rate and the sequence characteristics, the B¢ visual evaluations of the sequences under both rate-control
in individual image quality between the two scenarios can vapgenarios were in-line with the automatic decision of the rate-al-
between less than 1dB up to several decibels for sequences Wag#ation mechanism.
difficult to code textures at relatively high-transmission bit-rates However, for theForemansequence at, e.g., 490 kbits/s,
(e.g.,Mobile sequence). choosing a single scenario for the entire sequence is not
From the performance plots portrayed in Fig. 11 and the @ptimal, since the amount of motion activity and image quality
sual evaluation of the resulting sequences, the following concN@ry considerably on a scene basis. For example, the beginning
sions can be drawn. of the sequence is characterized by relatively simple textures
1) The difference between PSNFFGSi) and that are moving fast, while the end of the sequence is almost
PSNRs(FGS4)), denoted APSNK (i), is a good Static but has very detailed textures. Hence, for an optimal
quantification of the improvement in PSNR which can bEadeoff between the motion smoothness and SNR, the two
scenarios should be alternately used, dependent on the values
. . . : _ _of APSNR' andAPSNR'", as illustrated in Fig. 12. From the
For an improved motion portrayal, motion up-conversion could be applied . . .
at the receiver-side [19]. However, this would considerably increase the P@-Sual evaluation of this rate-controlled sequence, It can be seen
ceivers’ complexity. that the overall image quality has improved compared to both
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previously mentioned extreme scenarios. The motion jerkine:  pgyr g, FOREMAN at 490kbit/s
that characterized the beginning of the sequence in the fir Ny
scenario has considerably improved as a result of transmittir J W
additional FGST frames. Furthermore, the image quality ¢ ** NM’WV\'NM\ ,
the end of the sequence, which is almost static, has be 32 ‘
improved with respect to the second scenario. Moreover, dt 3o
to the employed rate-control, the quality fluctuations within
the sequences (in both motion-smoothness and individu
image quality) have been reduced, resulting in an overall mol
pleasing visual experience.

The computation of the PSNR values required for the rate 22

28 ' |

26

24

control algorithm can be performed at transmission time whe 2 Frame
the available bandwidti is known. However, this would re- ¢ number
quire the real-time decoding of each transmitted sequence a 1020 33 [40 50 60 70§ oF 100
thus, add a large undesired complexity to the server. To riScenario B A B A

chosen:

duce this complexity, the necessary PSNR-values and the ci
responding choice of scenario A or B for the rate allocation of
each pair of consecutive (FGS, FGST) frames can be determiﬁ' 12. Performance of the FGS temporal-SNR scalability after the proposed

. . . . . . rate-control.
at encoding-time (i.e., off-line) for a particular set of bit-rates
Ry, k = 1,..., n. Then, at transmission time, the server uses

the pre-stored rate-allocation choices made for the bitRate mission is plotted in Fig. 13 for the FGST frames of the four
whereR;.; > R > R;, depending on the available bit-rae  previously mentioned sequences. From Fig. 13, it can be con-

Another very important observation can be made from tigduded that the size of the compressed motion-vectors correlates
plots portrayed in Fig. 11. The image quality of the individuaivell with the motion activity within the sequence as described
frames improves considerably if a lower frame rate is employégl Table Il1.
for the coding of the base layer. This is very important, since Then, based on the determined motion activity, Scenario A
the perceptual evaluation of the MPEG-4 streams codedcan be employed for sequences with low motion activity and
low bit-rates reveals that improving the SNR-quality has th&cenario B for sequences with high motion-activity. One disad-
highest priority for most sequences. Therefore, the proposéhtage of this technique is that it does not take into account the
FGS temporal-SNR scalability scheme provides an indiregtality of the sequence at the transmission bit-rate. For example,
mechanism for enhancing the base-layer quality, since tie Akiyo sequence will be coded using Scenario A based on
encoder can choose to code the base layer at a lower freifiis method. However, as previously establish&klyo should
rate, thereby providing the transmitted images with a highbe coded using Scenario B since the image quality of the se-
individual image quality. For the clients with receiving bit-rateguence is already very high at the base-layer bit-faig,. To
(much) higher than the base-layer rate, the motion-smoothnéggrove the decision mechanism, another base-layer encoding
can be improved by sending additional frames in the FG$Rrameter can be thus employed: the complexity measure of the
enhancement-layer. Such a tradeoff could not be performieiame. For example, the complexity measure used in the TM-5
with the original FGS scheme (without FGST), since the frantate control, which is known as Xi, can be employed for this pur-
rate was fixed for all bit-rates (i.e., clients). In that scenarigose. This measure is determined as part of the TM-5 rate con-
choosing a frame rate of e.g., 5 fps for compressing the bdg@ performed at the base layer. Table IV gives the complexity
layer with a better quality would have resulted in penalizingieasures of the intra-frames of the various sequences. A com-
the clients with high connection bit-rates, which would havearison of the determined Xi with the sequences’ description in
received a jerky motion video at 5 fps regardless of the availablgble Il reveals that the intra-frame complexity provides indeed
bandwidth. a good indication of the texture characteristics.

The combination of motion activity and the I-frame com-

C. Temporal-SNR Tradeoffs using Base-Layer Information plexity measure forms a relatively robust mechanism for per-

It is important to mention that the switching decision beforming the SNR versus motion-smoothness tradeoffs at a rel-

tween FGS and FGST can be made more robust by employ@fiyely low cost (since these parameters are already computed
base-layer information. For instance, the motion vectors det@f-the base layer). However, the performance of this method is
mined at the base layer can be employed to determine the rgted since the switch from Scenario B to Scenario A at higher
tion activity for a certain part of the sequence as described{[@nsmission bit-rates cannot solely be based on base-layer in-
[16]. However, the relatively complex method proposed in [16 rmation. The switching should depend on the quality of the
can be replaced by a simpler method that relies on informati gcoded enhanced images at the specific transmission bit-rate.
already available to the base-layer encoder: the number of pigvertheless, determining the SNR versus motion-smoothness
required for the compressed representation of the FGST franff@leoffs based on information already available from the en-
motion vectors. The number of bits required for the motion-ve£0ding process forms an interesting topic for further research.
torsis a good indication of the motion activity present within the 1IThe activity of an I-frame is a good description of the texture characteristics
sequence. The number of bits spent on the motion-vector transhin the GOP only if I-frames are inserted for each scene change.
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Fig. 13. Number of bits required for the compressed representation of the FGST-frames motion vectors as a function of the FGST frame-number.

TM-5 COMPLEXITY MEASURES OF THEI-FRAMES-[QSLF%RI\T/HE DIFFERENT GOPSOF THE VARIOUS SEQUENCES
Sequence Xi for GOP_1 Xi for GOP_2 Xi for GOP_3 Xi for GOP_4
Akiyo 172186 171130 165652 165660
Foreman 278505 299549 310928 333242
Mobile 1052634 1002563 1015317 1023496
Surfing 253383 245674 282424 257653

Based on the number of bits required for coding the memployed to provide enhanced protection of the base layer and
tion-vectors of the FGST frames depicted in Fig. 13, it caimited or no protection to the hybrid temporal-SNR enhance-
be concluded that a considerable amount of the FGST frame®nt layer. Additionally, the proposed method can be easily
bit-budget is used for the transmission of the motion informémplemented in conjunction with the MPEG-4 FGS (SNR only)
tion. This is especially true for sequences with a large moti@eheme with negligible additional complexity. Our experiments
activity. To obtain a constant quality for both the FGS and FGSAlso revealed that the presented FGS temporal-SNR scalability
frames at low bit-rates, a larger number of bits should be allbas similar or better PSNR performance than the multilayer
cated to the FGST frames than to the FGS frames to compensai@ability schemes.

for the bits spent on the motion-vectors transmission. However,Subsequently, an Internet video streaming system employing

this is not necessary for sequences with a low motion-activitiyge proposed hybrid FGS-temporal scalability structure has
(e.g.,Akiyo, Mobile), since the compressed motion-vectors rdseen described in detail. This system performs the tradeoffs

quire only a limited number of bits for these sequences.

V. CONCLUSION

between SNR and motion-smoothness in real time, depending
on the user preference or on a low-complexity rate-control
mechanism. For this purpose, a very simple, yet effective,
rate control has been introduced that ensures improved visual

In this paper, a novel coding method for Internet videquality for each client, depending on its available bandwidth.

streaming has been presented that allows real-time tradedsvertheless, the proposed rate-control is very simplistic and
between image quality (SNR) and motion-smoothness withur future research concentrates on further improvements, e.g.,
just one enhancement layer. The most important characterigtioploying a larger number of frames in the decision process
of the proposed method is that the encoding and transmiss@mnadopting more sophisticated methods for establishing the
process are separated, allowing the tradeoffs to be performedimount of motion in the scene, while keeping the processing at
real time, depending on the available bandwidth, packet losstée server side to a minimal level.

or user preference. The presented scheme is also very resilieritinally, it is also important to mention that the hybrid tem-

to packet-losses, since unequal error-protection can be eapibyal-SNR scalability proposed in this paper has been recently
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proposed [18] and adopted in the MPEG-4 standard [10] to sufi6] F.Ishtiaqand A. K. Katsaggelos, “A rate control method for H.263 tem-
port Vldeo_streamlng app“catlonS. poral Scalability,” inProc. ICIP ’99, Kobe, Japan, Oct. 1999.

[17] H. Song, J. Kim, and C. C. J. Kuo, “Real-time encoding frame rate
control for H.263+ video over InternetSignal Processing: Image
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