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Abstract

A novel framework for fully scalable video coding that performs open-loop motion-compensated temporal filtering

(MCTF) in the wavelet domain (in-band) is presented in this paper. Unlike the conventional spatial-domain MCTF

(SDMCTF) schemes, which apply MCTF on the original image data and then encode the residuals using the critically

sampled discrete wavelet transform (DWT), the proposed framework applies the in-band MCTF (IBMCTF) after the

DWT is performed in the spatial dimensions. To overcome the inefficiency of MCTF in the critically-sampled DWT, a

complete-to-overcomplete DWT (CODWT) is performed. Recent theoretical findings on the CODWT are reviewed

from the application perspective of fully-scalable IBMCTF, and constraints on the transform calculation that allow for

fast and seamless resolution-scalable coding are established. Furthermore, inspired by recent work on advanced

prediction techniques, an algorithm for optimized multihypothesis temporal filtering is proposed in this paper. The

application of the proposed algorithm in MCTF-based video coding is demonstrated, and similar improvements as for

the multihypothesis prediction algorithms employed in closed-loop video coding are experimentally observed.

Experimental instantiations of the proposed IBMCTF and SDMCTF coders with multihypothesis prediction produce

single embedded bitstreams, from which subsets are extracted to be compared against the current state-of-the-art in

video coding.

r 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Apart from improved source-coding efficiency,
recent efforts on coding standards for still images
and video have focused on a number of different
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issues. These mainly involve multilayer content
description and efficient manipulation of the
compressed information during decoding. For
example, the JPEG-2000 image coding standard
[15] enables these features at the source-coding
level based on a multilayer decomposition offered
by the discrete wavelet transform (DWT), and a
very flexible coding engine, the EBCOT algorithm
[32]. In fact, a number of different modes are
d.
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supported for decoding the compressed images
following successive refinement in resolution and
decoded-image quality. In general, the successive
refinement functionality in image coding has been
termed scalability. In the case of video, this
additionally involves the capability to progres-
sively increase the decoding frame-rate, i.e. achieve
spatio-temporal refinement of each group of

pictures (GOP).
A number of techniques have been proposed

that achieve fully-scalable (i.e. quality/resolution/
temporal—scalable) video coding. These are
mainly based on the application of the multilevel
DWT both in the spatial and temporal direction.
Starting with early work on three-dimensional
subband coding [17,20], the compression of a
video GOP can be perceived as three-dimensional
compression of a volumetric image, hence, techni-
ques for successive refinement of this information
can be borrowed from conventional image coding,
using, for example, three-dimensional zero-tree
[19] or cube-splitting algorithms [29].
Nevertheless, it was soon identified that for

natural video sequences, motion compensation

(MC) is an essential step for the efficient decorr-
elation of the video information along the
temporal axis [10]. As a result, a number of
pioneering works effectively incorporated MC
steps in the temporal transform [24,33], leading
to a class of algorithms that perform motion-

compensated temporal filtering (MCTF). MCTF
that uses short-kernel filter-banks like the Haar or
the 5/3 kernel achieves efficient coding perfor-
mance and allows for the complete decoupling of
the transform and coding steps, since the MCTF is
performed in the temporal domain prior to the
spatial DWT, quantization and coding [5,6,24,33].
As a result, full-scalability can be achieved by
using embedded coding algorithms for the com-
pression of the residual information in the spatio-
temporally decomposed GOP. Furthermore, re-
cent work has focused on permitting arbitrary sub-
pixel accuracy in MCTF while allowing for perfect
reconstruction [26,30]. This has been achieved by
using the lifting framework for the performance of
predict and update steps [7] in the temporal
decomposition. Additionally, a generic framework
of unconstrained motion compensated temporal
filtering (UMCTF) has been proposed [34], which
effectively supports the selective application of the
update step in the temporal decomposition, lead-
ing, in the extreme case, to a purely predictive
framework for MCTF. The absence of temporal
update may be a desirable feature for MCTF
[5,34], since this case provides guaranteed artifact-
free low frame-rate video even with simple motion-
estimation models, such as the block-matching
techniques.
In this paper, we propose a novel framework for

scalable video coding that applies the MCTF after

the spatial DWT decomposition. The proposed
framework is detailed in Section 2. In order to
overcome the shift-variance problem of the criti-
cally sampled DWT and to allow for an efficient
application of the MCTF in the wavelet domain
(in-band), we construct a shift-invariant wavelet
representation by using a complete-to-overcomplete

discrete wavelet transform (CODWT). Recent
theoretical findings on the CODWT are reviewed
from the application perspective of fully scalable
IBMCTF in Section 3. In a strive to improve the
prediction efficiency in MCTF video coding, we
focus in Section 4 on the prediction part of MCTF
and explore the use of multihypothesis prediction
optimized in a rate-distortion sense. The efficiency
of the proposed prediction scheme is studied in
Section 5 using experimental instantiations for
both the SDMCTF and IBMCTF video coding
architectures. In addition, a performance compar-
ison against state-of-the-art scalable and non-
scalable algorithms is carried out. Our conclusions
are presented in Section 6.
2. From conventional hybrid video coding to

in-band motion-compensated temporal filtering

We begin by reviewing the conventional hybrid
video coding structure as well as the new open-
loop video coding schemes that perform a
temporal decomposition using temporal filtering.
Then, the proposed framework is introduced as a
modification of temporal filtering that allows the
independent operation across different video
resolutions by operating in the transform domain.
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2.1. Hybrid video coding structure and motion

compensated temporal filtering

All the currently standardized video coding
schemes are based on a structure in which the 2-
D spatial transform and quantization is applied to
the error frame coming from closed-loop temporal
prediction. A simple structure describing such
architectures is shown in Fig. 1(a). The operation
of temporal prediction P typically involves block-
based motion estimation and compensation (ME/
MC). The decoder receives the motion vector
information and the compressed error-frame Ct

and performs the identical loop using this infor-
mation for MC within the P operator. Hence, in
the decoding process (seen in the dashed area in
Fig. 1(a)), the reconstructed frame at time instant t

can be written aseAAt ¼ P eAAt�1 þ T �1
S Q�1

S Ct; eAA0 ¼ T �1
S Q�1

S C0: ð1Þ

The recursive operation seen in (1) creates the
well-known drift effect between the encoder and
Fig. 1. (a) The hybrid video compression scheme. (b) Motion-

compensated temporal filtering. Notations: At consists the input

video frame at time instant t ¼ 0; t; 2t; 2t þ 1; eAAt is the

reconstructed frame; Ht consists the error frame and Lt is the

updated frame; Ct denotes the transformed and quantized error

frame using the spatial operators TS and QS, respectively; P
denotes temporal prediction, while U denotes the temporal update.
decoder if different information is used between
the two sides, i.e. if CtaQST SHt at any time
instant t in the decoder. This is not uncommon in
practical systems, since transmission errors or loss
of compressed data due to limited channel
capacity can be a dominant scenario in wireless
or IP-based networks, where a number of clients
compete for the available network resources. In
general, the capability to seamlessly adapt the
compression bit-rate without transcoding, i.e.
SNR (quality) scalability, is a very useful feature
for such network environments. Solutions for fine
grain scalable (FGS) video coding based on the
coding structure of Fig. 1(a) basically try to
remove the prediction drift by artificially reducing
at the encoder side the bit-rate of the compressed
information Ct to a base layer for which the
network can guarantee the correct transmission
[27]. This however reduces the prediction efficiency
[27], thereby leading to degraded coding efficiency
for SNR scalability. To overcome this drawback,
techniques that include a certain amount of
enhancement layer information into the prediction
loop have been proposed. For example, leaky
prediction [12] gracefully decays the enhancement
information introduced in the prediction loop in
order to limit the error propagation and accumula-
tion. Scalable coding schemes employing this
technique achieve notable coding gains over the
standard MPEG-4 FGS [21] and a good trade-off
between low drift errors and high coding efficiency
[12,14]. Progressive fine granularity scalable
(PFGS) coding [38] yields also significant improve-
ments over MPEG-4 FGS by introducing two
prediction loops with different quality references. A
generic PFGS coding framework employing multi-
ple prediction loops with different quality references
and careful drift control lead to considerable coding
gains over MPEG-4 FGS, as reported in [13,37].
Alternative proposals for efficient scalable video

coding focus on open-loop systems, depicted in
Fig. 1(b), which incorporate recursive temporal
filtering. This can be perceived as a temporal
wavelet transform with motion compensation [24],
i.e. MCTF. Similar to the polyphase separation of
the conventional lifting-based transform [7], this
scheme begins with a separation of the input into
even and odd temporal frames (temporal split).
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Then the temporal predictor performs ME and
MC to match the information of frame A2tþ1 with
the information present in frame A2t: Subse-
quently, the update step inverts the information
of the prediction error back to frame A2t; thereby
producing, for each pair of input frames, an error
frame Ht and an updated frame Lt: The update
operator performs either MC using the inverse
vector set produced by the predictor [26], or
generates a new vector set by backward ME [30].
The process iterates on the Lt frames, which are
now at half temporal-sampling rate (following the
multilevel operation of the conventional lifting),
thereby forming a hierarchy of temporal levels for
the input video. The decoder performs the mirror
operation: the scheme of Fig. 1(b) operates from
right to left, the signs of the P, U, operators are
inverted and a temporal merging occurs at the end
to join the reconstructed frames. As a result,
having performed the reconstruction of the Lt;
denoted by eLLt; at the decoder we have

*A2t ¼ *Lt � UT �1
S Q�1

S Ct;

A2tþ1 ¼ P eAA2t þ T �1
S Q�1

S Ct; ð2Þ

where eAA2t; eAA2tþ1 denote the reconstructed frames
at time instants 2t; 2t þ 1: As seen from (2), even if
CtaQST SHt in the decoder, the error affects
locally the reconstructed frames eAA2t; eAA2tþ1 and
does not propagate linearly in time over the
reconstructed video. Error-propagation may occur
only across the temporal levels through the
reconstructed eLLt frames. However, after the gen-
eration of the temporal decomposition, embedded
coding may be applied in each GOP by prioritizing
the information of the higher temporal levels based
on a dyadic-scaling framework, i.e. following the
same principle of prioritization of information used
in wavelet-based SNR-scalable image coding [32].
Hence, the effect of error propagation in the
temporal pyramid is limited and seamless video-
quality adaptation occurs during the process of bit-
rate adaptation for SNR scalability [5,6]. In fact,
the experimental results obtained with the proposed
fully scalable MCTF video coder will demonstrate
that this coding architecture can be comparable in
rate-distortion sense to an optimized non-scalable
coder that uses the closed-loop structure.
2.2. Extensions and capabilities of the MCTF

structure

Similar to the extensions that have been
proposed for the hybrid video coding structure
of Fig. 1(a) that allow for improved functionality
and higher coding efficiency, relevant work was
performed recently on MCTF-based video coding.
For instance, newly-proposed MCTF structures
[34] allow for adaptive temporal splitting opera-
tors that can process the input in sets of frames
that are larger than two in order to allow for non-
dyadic temporal decompositions. Similar to the
conventional lifting [7], more complex series of
predict-and-update steps may be envisaged, there-
by leading to longer temporal filters for MCTF
[39]; on the other hand, temporal filtering may be
performed even without an update operator [34].
This may be necessary in order to reduce visual
artifacts that occur in the L-frames due to the poor
prediction performance of the commonly em-
ployed block-based ME methods. To this end,
several proposals attempt to improve the predic-
tion performance in MCTF, based on bidirectional
ME [5], or variable block sizes [6], i.e. by
incorporating in the MCTF some of the advanced
prediction tools proposed for the hybrid video
coders. In this context, we investigate the use of
multihypothesis prediction optimized in rate-dis-
tortion sense; this topic is elaborated in Section 4.

2.3. Proposed in-band motion compensated

temporal filtering

In this section, we present a modification of the
conventional MCTF video coding architecture that
allows for temporal filtering to be performed across
different resolutions of the video content. This may
be a desirable functionality for MCTF since, in this
way, all the advanced features discussed previously
may be applicable with different configurations for
each resolution of the input video. For example,
different predict and update operators may be
applied for each resolution, thereby allowing for
additional levels of optimization or complexity
reduction. In addition, since the multiresolution
MCTF permits the complete decoupling of the
various decodable resolutions, the use of different
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temporal decompositions and a variable number of
temporal levels for each resolution becomes possi-
ble. This creates an additional degree of freedom
for compact scalable video representations across
spatial resolution.
In general, a multiresolution MCTF is achiev-

able if the TS operator is a multiresolution discrete
wavelet transform and the process of temporal
filtering occurs in-band, i.e. after the spatial
analysis of the input video frames by the DWT.
Such a scheme is shown in Fig. 2. In the proposed
architecture, first a spatial transform T l

S splits the
input video into a discrete set of resolutions
l; 1plpk; and subbands S, with S ¼
fLL;LH ;HL;HHg (L: lowpass, H: highpass filter,
in rows and columns). For each resolution, the
process of temporal splitting separates the input
frames in groups, and the prediction and update
operations are performed in the wavelet domain.
Since the critically sampled (complete) DWT is a
shift-variant transform, the operator Sl

S is used in
the subbands S of each resolution l of the reference
frame T l

SA2t in order to construct the over-
complete DWT (ODWT). This complete-to-over-
complete DWT is necessary in order to obtain a
shift-invariant representation, which is suitable for
the efficient performance of in-band prediction. As
it is explained in the following subsection, the
predicted subbands of resolution l remain critically
sampled. As a result, the subsequently produced
error-frame subbands are critically sampled as
Fig. 2. In-band motion-compensated temporal filtering. At

represents the input video frame at time instant t ¼ 2t; 2t þ 1;
Ht is the error frame, while Lt consists the updated frame; Ct

denotes the transformed and quantized error frame;

T l
SWdenotes the resolution level l of the DWT of frame W,

W ¼ fA;L;Hg; Sl
S is the CODWT of resolution level l; P

denotes temporal prediction, while U denotes the temporal

update.
well. The process then continues with the perfor-
mance of the update step. Ideally, the update step
would invert the motion information produced
during the prediction to the overcomplete repre-
sentation of the reference frame. However, it is
imperative to retain critical sampling in the
updated frames. To this end, the following
approach is proposed: the motion vectors that
stem from the critically sampled (zero-phase)
positions in the reference frame are inverted to
the same positions; additionally, the motion
vectors that stem from a non-zero phase, or an
interpolated (fractional-phase) position in the
overcomplete representation, are inverted to the
nearest zero-phase position of the inverted motion
vector and a non-zero phase of the error frame is
used instead (integer or fractional). This is similar
to the technique used to obtain arbitrary sub-pixel
accuracy in conventional spatial-domain MCTF
[5]. The difference is that the additional ODWT
phases required from the error frame are created
by the Sl

S operator followed by interpolation
directly in the subbands of each resolution l of
the error frame. This process can be replicated in
the decoder and perfect reconstruction is guaran-
teed. More details and a lifting-based formulation
of this process are given later in this section.
Decoding occurs following the principle of

inverse MCTF, i.e. for each resolution level
l; 1plpk; the structure of Fig. 2 is inverted by
operating from right to left, inverting the sign of
the predict and update operators, and performing
a temporal merging. When the necessary number
of resolutions is collected at the decoder, the
inverse transform inverts the accumulated set of
subbands to the spatial-domain representation. In
the general case of a long temporal filter, a series of
predict and update step can be used, following the
principles explained before.

2.4. Practical instantiation of the proposed in-band

prediction and update

The proposed IBMCTF framework employs
classical biorthogonal filter-pairs (like the 9/7
filter-pair) for the spatial transform with a total
of k decomposition levels. We denote the two-
dimensional critically sampled subbands of the
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decomposition level l; 1plpk; as Sl
ð0;0Þ where the

superscript indicates the decomposition (resolu-
tion level) and the subscript indicates the poly-
phase components retained after the down-
sampling in the rows and columns. Note that the
subband LLl

ð0;0Þ belongs to the critically sampled
DWT only if l ¼ k:
For progressive decoding in resolution, when the

decoder is processing the decomposition level
l; kXlX1; we have LH

q
ð0;0Þ¼HL

q
ð0;0Þ¼HH

q
ð0;0Þ¼+

for all l > qX1; i.e. the finer-resolution levels are
set zero since they have not been received. As a
result, under progressive decoding in resolution,
the structure of Fig. 2 is invertible if the Sl

S

operator of the encoder constructs the ODWT at
each resolution level l accounting for the fact that,
for the low-resolution decoders, the DWT sub-
bands of the finer resolution-levels q are not
considered. Under this constraint, for the
CODWT of the reference frame(s) one can use
either classical techniques such as the low-band
shift (LBS) algorithm [25], or more advanced
techniques [1] that use a single-rate calculation
scheme with reduced computational and memory
requirements. Since this process may well be one of
the most computationally intensive tasks at the
decoder side and it occurs separately for each
resolution level and for each reference frame, fast
and single-rate calculation schemes are imperative
for an optimized, low-complexity implementation.
The reader is referred to Section 3 for details on
this topic.
Fig. 3. A one-level DWT and the ODWT-domain phase components

components of each subband can be interleaved to create the UDWT
After the construction of the ODWT, a set of
critically sampled subbands Sl

ði;jÞ is produced for
each level l, where ði; jÞ denotes the phase in the
ODWT domain [22,25] with 0pio2l ; 0pjo2l : An
ODWT example is shown in Fig. 3. Interpolation
to sub-pixel accuracy that is typically used in
spatial-domain ME/MC can be performed directly
in the ODWT of the reference frame(s), if their
ODWT-domain phase components are interleaved
to create the undecimated DWT (UDWT) [30].
This essentially stems from the fact that linear
interpolation and DWT filtering without down-
sampling are both linear shift-invariant operators
and their order of application to the input signal
can be interchanged [22].
Fig. 2 shows that the prediction and update

steps are performed in a level-by-level fashion. For
each level, full search can be performed in order to
jointly minimize the distortion measure for each
triplet of blocks from the LHl

ð0;0Þ;HLl
ð0;0Þ;HHl

ð0;0Þ
subbands of the current frame that correspond to
the same spatial-domain location with a triplet of
blocks from each of the LHl

ði;jÞ;HLl
ði;jÞ;HHl

ði;jÞ; of
the reference(s). For the LL subband (coarsest
resolution level), one can potentially perform the
ME process separately, or jointly with the triplet
of high-frequency subbands. In total, the predic-
tion step can be expressed as

T l
SHt m; n½ 	 ¼ T l

SA2tþ1 m; n½ 	�

I im;inð ÞSl
pm;pnð ÞT

l
SA2t m � dm; n � dn½ 	; ð3Þ
(subbands LL and HL are shown as examples). The four phase-

subband representation.
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where T l
SA m; n½ 	 is the wavelet coefficient at

position ðm; nÞ in subband S (of level l) of the
critically sampled DWT of frame A; Sl

i;jð ÞT l
SA m; n½ 	

is the ODWT coefficient with phase ði; jÞ that
corresponds to T l

SA m; n½ 	; and I k;lð ÞSl
i;jð ÞT l

SA m; n½ 	
is the interpolated coefficient at fractional distance
ðk; lÞ from coefficient Sl

i;jð ÞT l
SA m; n½ 	 in the inter-

polated UDWT, with k; l ¼ f0; 1=R; ::; ðR � 1Þ=Rg
and R representing the maximum interpolation
precision.
Eq. (3) shows that each motion vector consists

of three different components: the phase compo-
nent ðpm; pnÞ; the in-band translation ðdm; dnÞ and
the fractional-phase component ðim; inÞ: In addi-
tion, although the ODWT is used for the reference
frame(s) during the prediction process, the pro-
duced H-frames remain critically sampled. The in-
band prediction approach of (3) corresponds to a
prediction with a single motion vector from a
single reference frame per subband and resolution
level; however, similar to the spatial-domain
methods proposed in the literature, multiple
references, and multihypothesis prediction can be
used per resolution level or wavelet subband. In
general, it was recently proposed [36] that different
motion estimation approaches producing indepen-
dent motion vectors per subband or per resolution
level [18] can be viewed as a form of spatial multi-
hypothesis prediction, which complements the
temporal multihypothesis capabilities.
Concerning the in-band application of an

update step, Eq. (3) indicates that two aspects of
inverting the motion vectors have to be treated:
inversion of an in-band motion vector ðdm; dnÞ with
non-zero phase component ðpm; pnÞ; and, addition-
ally, inversion of motion vectors pointing to the
interpolated wavelet coefficients at fractional
position ðim; inÞ in the interpolated UDWT of the
reference frames. For both cases, a strategy similar
to the technique used to obtain arbitrary sub-pixel
accuracy in conventional spatial-domain MCTF
[5] is proposed. Specifically, it is first defined that

iresm ¼
0; 8im ¼ 0;

1� im; 8ima0;

�
p0

m ¼
pm; 8im ¼ 0;

pm þ 1; 8ima0;

�

presm ¼
0; 8p0

m ¼ 0;

2l � p0
m

�� ��; 8p0
ma0;

(

dres
m ¼

0; 8p0
m ¼ 0;

1; 8p0
ma0:

�
ð4Þ

In addition, we define iresn ; presn and dres
n in the

same successive manner. Then, the update step
that corresponds to the prediction step of (3) can
be performed as follows:

T l
SL m � dm; n � dn½ 	 ¼ I iresm ; iresnð ÞS

l
presm ; presnð Þ

�T l
SHt m þ dres

m ; n þ dres
n

� �
þT l

SA2t m � dm; n � dn½ 	:

ð5Þ

The last equation demonstrates that, similar to
spatial domain MCTF, the successive definitions
of (4) perform phase inversion of the in-band
motion vector of the interpolated ODWT of the
error frame: first the fractional (interpolated)
phase component (im; in) is inverted to iresm ; iresn

� �
and then the integer (ODWT) phase ðpm; pnÞis
inverted to p0

m; p0
n

� �
: Finally, the in-band position

in the critically sampled wavelet decomposition of
the error frame is modified by dres

m ; dres
n

� �
:

Generalizing the previous example, k predict
and update procedures can be performed for k

decomposition levels of the DWT. The motion
vectors produced for the luminance channel are
subsequently subsampled and used for the chro-
minance channels as well. The analysis of the
motion-vector overhead resulting from the use of
separate block-based prediction loops per resolu-
tion level [3] reveals that, for k > 1; the uncoded
rate necessary for the motion vectors does not
exceed 1.5 times the motion-vector coding rate of
the equivalent spatial-domain ME that derives one
vector per block. In addition, the prediction
accuracy in the majority of cases is increased
[18]. We conclude that the trade-off between the
number of wavelet-domain vectors and the pre-
diction accuracy can be optimally investigated
within a rate-distortion framework, similar to
what is done in the rate-constrained temporal
multihypothesis prediction [9]. This consists one of
our current research topics in this area.
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3. Complete to overcomplete discrete wavelet

transform

We elaborate on two methods for the CODWT
used under the IBMCTF-coding scenario, namely
the low-band shift (LBS) method [25,28] that is a
specific implementation for the ‘‘"a-trous’’ algo-
rithm [23], and the prediction-filters method [1,35].

3.1. Notations

We briefly define the notations used in this
section. Bold-faced capital and lower letters
indicate matrices and vectors, respectively, while
I denotes the identity matrix. All the used indices
are integers and the superscripts denote the
decomposition level, except for superscript T that
denotes transposition. The polyphase separation
(lazy wavelet) of a given signal or filter X ðzÞ is
denoted as DX ðzÞ ¼ ½X0ðzÞ X1ðzÞ	T; with the in-
verse operation given by: D�1DX ðzÞ ¼ X0ðz2Þ þ
zX1ðz2Þ ¼ X ðzÞ: The analysis polyphase matrices
that produce the even or odd polyphase compo-
nents of the non-decimated transform (0=even,
1=odd) are denoted as E0(z), E1(z), respectively,
and their definition is

E0ðzÞ ¼
H0ðzÞ H1ðzÞ

G0ðzÞ G1ðzÞ

	 

; E0ðzÞ ¼ E1ðzÞ

0 1

z�1 0

	 

;

where H, G are the low- and high-pass analysis
filters, respectively. The corresponding synthesis
polyphase matrices are denoted as RiðzÞ ¼
½EiðzÞ	�1; i ¼ f0; 1g: For all the signals and filters
in this paper, we use the typical Type-I and Type-
II polyphase definitions [7], and in order to
Fig. 4. The construction of the ODWT of three levels starting from t

that retain the even or odd samples of the non-decimated transform
simplify the expressions we always assume that
the filters H and G are properly shifted so that
perfect reconstruction is achieved with zero delay
[7], i.e. det E0ðzÞ ¼ �1: For a one-dimensional
signal X ðzÞ; the p-phase wavelet decomposition of
level l of the ODWT [23] is denoted as wl

pðzÞ ¼
½Al

pðzÞ Dl
pðzÞ	

T; 0ppo2l ; with Al
pðzÞ; Dl

pðzÞ the p-
phase low- and high-frequency subbands of level l,
respectively

3.2. Resolution-scalable CODWT with the

level-by-level low band shift

Fig. 4 shows an example of the one-dimensional
ODWT for three decomposition levels starting
from an input signal X. This figure facilitates the
description of the LBS method. Initially, the input
signal X is decomposed in two subband sets
A1
0; D1

0 and A1
1; D1

1 by retaining separately the
even and odd polyphase components of the non-
decimated decomposition, respectively. Equiva-
lently, two critically sampled wavelet decomposi-
tions can be performed: one to the zero-shifted and
one to the unit-shifted input signal, respectively
[25,31]. Each of the low-frequency subbands A1

0

and A1
1 is further analyzed in the same manner,

while the high-frequency subbands D1
0 and D1

1

represent the output of the first decomposition
level. The process is repeated recursively as shown
in Fig. 4, yielding the fast approach for the ODWT
calculation from the input signal X. The subbands
A3
0 andDl

0; l ¼ 1; 2; 3 consist the critically sampled
DWT of three levels, while the subbands A3

i ; Dl
i ;

1plp3; 0pio2l represent the calculated ODWT
for three decomposition levels.
he input signal X. A number of one-level DWTs are performed

(EiD with i ¼ 0; 1; respectively).
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Notice that the ODWT subbands A3
i ; Dl

i shown
in Fig. 4 stem from the classical ODWT decom-
position scheme [28], which is equivalent to the ‘‘"a
trous’’ algorithm [23,28]. The difference is that,
for every level, the subbands of Fig. 4(a) must be
interleaved in order to produce the UDWT
obtained with the algorithm ‘‘"a trous’’. As a result,
any subband Dl

i in the ODWT of Fig. 4 is the
ith polyphase component of the UDWT of level l.
In the two-dimensional case, the two-dimensional
ODWT can be constructed in the same manner
as in Fig. 4, by applying the LBS method on
the input-subband rows and on the columns of
the result. Hence, in the remaining part of this
section we focus on the one-dimensional case in
order to facilitate the description, with the exten-
sion in two dimensions following the row–column
approach.
In the resolution-scalable coding framework of

Fig. 2, the key-difference is that the coarsest-
resolution subbands of the critically sampled
decomposition (subbands w3

0) may be processed
without the subbands of the higher-resolution
levels l ¼ 2; 1; this means that, when decoding
the quarter resolution input sequence, the sub-
bands Dl

0 will not be present at the decoder. Under
such a resolution-progressive decoding environ-
ment, the LBS method is readily adaptable
to perform a level-by-level construction of the
ODWT representation (denoted by LL-LBS),
starting from the subbands of the criti-
cally sampled transform of each decoded level.
Specifically, starting from subbands w3

0 (coarsest
resolution level) of Fig. 4, three inverse wave-
let transforms are performed. Subsequently,
from the reconstructed signal, all the subbands
w3

i ; 1pio8 are constructed by performing
the forward transforms shown in Fig. 4. Since
in this case the subbands D2

0; D1
0 are not avai-

lable, and due to the fact that lossy decoding
may have occurred for the subbands w3

0; the
reconstructed signal and the subbands w3

i are
an approximation of X and of the original ODWT
of level 3, respectively, shown in Fig. 4. How-
ever, given the information available at the
decoder side, this ODWT representation is the
best possible approximation for the current
resolution.
The construction of the ODWT by the LL-LBS
is performed in the same manner for the finer
resolution levels (2 and 1).

3.3. Resolution-scalable CODWT with the

prediction-filters

In this section, we present an alternative
approach to the LL-LBS method for the level-
by-level CODWT of levels 3, 2 and 1. In this
approach, the CODWT uses a set of prediction
filters [1,35], denoted as Fi

j ; 1pip3; 0pio2lþ1;
which are convolved with the subbands wi

0 to
calculate the ODWT representation of each level.
We demonstrate that, by using the prediction-
filters, the overcomplete representation is ‘‘pre-
dicted’’ in a level-by-level manner. As a result, no
upsampling or downsampling is performed with
this algorithm and no reconstruction of the
spatial-domain signal X is performed.
The form of these filters has been derived [1,35]

as a separate set of propositions for each decom-
position level E. The proposition Q(1) correspond-
ing to E ¼ 1 is

Qð1Þ : w1
1ðzÞ ¼ F10ðzÞw

1
0ðzÞ ð6Þ

with F10ðzÞ defining the prediction-filters matrix of
the proposition Q(1), which is defined as

F10ðzÞ ¼
F 1
0 ðzÞ F1

1 ðzÞ

F 1
2 ðzÞ F1

3 ðzÞ

" #

¼
zH0ðzÞG0ðzÞ � H1ðzÞG1ðzÞ H1ðzÞH1ðzÞ � zH0ðzÞH0ðzÞ

zG0ðzÞG0ðzÞ � G1ðzÞG1ðzÞ H1ðzÞG1ðzÞ � zH0ðzÞG0ðzÞ

	 

:

ð7Þ

The proof of (6) can be derived by performing
an inverse transform to subbands w1

0ðzÞ followed
by a forward wavelet transform that retains the
odd polyphase components of the non-decimated
decomposition [1,35], as shown in Fig. 4. In
summary

w1
1ðzÞ ¼ E1ðzÞDD�1R0ðzÞw1

0ðzÞ ¼ F10ðzÞw
1
0ðzÞ:

Based on the proof of [1], the construction of the
level-by-level CODWT is generalized to the
following proposition:

QðkÞ : wk
xðzÞ ¼ Flþ1

p ðzÞwk
0ðzÞ: ð8Þ
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In (8), 1pxo2k denotes the ODWT subband
index at level k (phase x), and it is written as x ¼
2l þ p where l is given by l ¼ Ilog2 xm (Iam
denotes the integer part of a) and p defined as p ¼Pl�1

j¼0 bj2
j ; bj ¼ f0; 1g: In the particular case of l ¼

0 corresponding to k ¼ 1 and x ¼ 1; we set p ¼ 0
to ensure that Eq. (8) is identical with Q(1) given
by (6). Proposition Q(k) consists in fact the
modification of the result given in [1] for the case
where Dl

0 ¼ 0 for every l, 1plok:
The prediction filters needed to calculate the

ODWT subbands of level k, k > 1; are the filters of
the F10ðzÞ matrix given by (7), and the matrices
Flþ1

p ðzÞ; 1plok; given by [1]:

Flþ1
p ðzÞ ¼

F lþ1
4p ðzÞ Flþ1

4pþ1ðzÞ

Flþ1
4pþ2ðzÞ Flþ1

4pþ3ðzÞ

" #
¼ F l

4 p=2b c;b0ðzÞIþ z�ð1�b0ÞFl
4 p=2b c;1�b0

ðzÞF10ðzÞ:

ð9Þ

3.4. Generalization of the derived formulation and

efficient implementation

For each decomposition level k of the DWT, the
proposition Q(k) consists of the convolution of the
critically-sampled subbands of level k with the
prediction filters of the matrix Flþ1

p ðzÞ; 0plok: In
general, for the case of the level-by-level calcula-
tion, the CODWT of each level k can be written as

wk
ODWTðzÞ ¼

P1ðzÞ

P2ðzÞ

^

PkðzÞ

26664
37775wk

0ðzÞ; ð10Þ

where

wk
ODWTðzÞ ¼

wk
1ðzÞ

^

wk
2k�1

ðzÞ

264
375

and

Plþ1ðzÞ ¼

Flþ1
0 ðzÞ

Flþ1
1 ðzÞ

^

Flþ1
2l�1

ðzÞ

266664
377775

for every l, 0plok:
The prediction filters of level l þ 1 are defined
recursively in Eq. (9) based on the filters F l

4 p=2b cðzÞ:
Based on this observation, in [2] the following
symmetry property for the prediction filters
of an arbitrary decomposition level l was
demonstrated:

Fl
4 p=2b c;0ðzÞ ¼ zF l

2lþ1�4�4 p=2b c;1ðz
�1Þ;

Fl
4 p=2b c;1ðzÞ ¼ zF l

2lþ1�4�4 p=2b c;0ðz
�1Þ: ð11Þ

This symmetry can be used to derive computa-
tionally efficient algorithms for the CODWT since
the multiplications for half of the filters of each
level can be reused for the production of the results
of the other half [2].

3.4.1. Practical benefits from the codwt based on

the prediction filters

In a resolution-scalable scenario, the prediction-
filters (PF) approach exhibits complexity gains in
comparison to the classical LBS algorithm. A
comparison between the two CODWT approaches
for the 9/7 filter-pair under the level-by-level
construction [1] reveals that the PF approach
decreases the execution time by an average of 83%
and 78% as compared to the convolution and
lifting-based LBS implementation, respectively.
All the experiments were carried out using ‘‘C’’
implementations in an Intel Pentium IV for the
case of a coding system for HDTV resolution
sequences with a maximum of k ¼ 4 decomposi-
tion (resolution) levels.
Another important advantage of the CODWT

based on the prediction filters is in the required
memory for the ODWT calculation for each block
during the temporal filtering process. In our
experiments, after the performance of the ME
process in the ODWT domain during the predict
step, we have utilized a memory-efficient imple-
mentation for the temporal filtering exhibited in
Eqs. (3) and (5). Specifically, we exploit the
knowledge of the in-band motion vector to create
a coefficient-by-coefficient calculation of the tem-
poral filtering in a two-step process: for the
example of Eq. (3) and the generic case of a
fractional-phase in-band motion vector, first
the necessary (integer-phase) ODWT coefficients
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required for the convolution with the interpolation
filter-kernel are calculated. This is performed using
a localized direct filtering with the required
prediction filters of (9). Subsequently, the frac-
tional-phase coefficient required in (3) is created
by applying the interpolation-filter kernel on the
currently produced coefficients. The same strategy
is followed for the update step. In this way, no
memory for the storage of the interpolated UDWT
is necessary during in-band temporal filtering since
every coefficient participating in IBMCTF is
calculated on the fly. This consists the extreme
example for the minimization of the memory
requirements for the IBMCTF and it becomes a
realizable solution only with the use of the
proposed single-rate CODWT.
2 1tA 2 2tA2tA t + t +

reference reference
frame 1 frame 2frame 

(a)

(b)

tH 1tLtL1tH1tL tH 1tL +tL1tH _ 1tL _

current

previous
reference

previous
error

reference
frame 1

reference
frame 2

current

frame
error
frame

Fig. 5. (a) Examples of variable block size multihypothesis

prediction of frame A2tþ1 using frames A2t; A2tþ2 as references.

The arrows indicate the prediction direction. (b) The corre-

sponding example of the update step: the information of the

produced error frame from the multihypothesis prediction is

used to update the two reference frames. To complete the

creation of the Lt frame, the previous update step with error-

frame Ht�1 is necessary, leading to a temporal dependency of

five frames.
4. Optimized multihypothesis temporal filtering

In this section, we focus on the temporal
filtering aspects of MCTF and present a new
algorithm for optimized multihypothesis predic-
tion and update using block-based ME/MC. The
prediction step of the algorithm operates following
a macroblock concept, i.e. the current frame (or
wavelet subbands of each resolution level for
IBMCTF) is partitioned into non-overlapping
blocks of B � B pixels (or ðB=2lÞ � ðB=2lÞ wavelet
coefficients for each subband of resolution l). Then
the algorithm performs a prediction for the
macroblocks and produces a set of motion-vectors
and the predicted error frame (or error subbands
of each resolution). After the performance of the
prediction step for a sufficient number of frames,
the update step inverts the error-frame informa-
tion to the reference frames using the inverse
motion vector set and creates the lowpass-filtered
frames to be used for the subsequent temporal
levels.
A pruning algorithm for variable block-size ME

prediction has already been proposed in the
context of MCTF [6]. Our approach differs from
[6] in the use of multihypothesis, the use of
multiple reference frames (i.e. longer temporal
filters) and the more exhaustive approach for the
macroblock prediction-mode selection.
Multihypothesis prediction has been originally
proposed in the context of closed-loop video
coding in order to improve prediction efficiency
[8,9]. Fig. 5(a) illustrates that the basic concept can
be seen as a generalization of bi-directional
prediction: each block may be predicted using a
unidirectional or bidirectional prediction with one
or two reference blocks. To utilize such a
technique in MCTF-based coding, we couple the
prediction step with the corresponding update step
as shown in Fig. 5(b): the current error frame is
used to update the reference frames and create a
set of L-frames. The example of Fig. 5 corres-
ponds in general to temporal filtering using the
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motion-compensated 5/3 filter-pair. However, due
to the adaptive properties of the optimized multi-
hypothesis prediction step, the temporal filtering is
locally adapted to motion-compensated 1/3 filter-
pair (5/3 with no update step), motion-compen-
sated bi-directional 2/2 (Haar) filter-pair and the
motion-compensated bi-directional 1/2 filter-pair
(Haar with no update step). In general, the
optimized multihypothesis MCTF proposed in
this paper can be seen as a rate/distortion
optimized adaptive motion-compensated temporal
lifting decomposition with bookkeeping: the algo-
rithm performs a best-basis selection process in the
direction of motion and indicates the decisions to
the decoder using the motion-vector information.
Although our experiments are restricted to the
biorthogonal MC filter-pairs with maximally one
predict-and-update step, generalizations to
smoother wavelet families that capture better the
long-term temporal correlations can be envisaged.

4.1. Prediction step

Although the proposed ME is based on the
algorithm of [9], its novelty lays in the joint
optimization process for the multihypothesis pre-
diction with variable block sizes and in its ability
to generate a rate-constrained motion-vector data
set for a multiple set of rates, without multiple
application of the complex multihypothesis esti-
mation step. The latter is possible by performing
the operation of optimized prediction for each
macroblock in three different phases, as shown in
Fig. 6.

* Macroblock split: Starting from a macroblock
of B � B pixels (or ðB=2lÞ � ðB=2lÞ coefficients
in the case of IBMCTF), a splitting process
generates a number of non-overlapping sub-
blocks. In the presented experiments, we follow
a quadtree splitting approach to P partition
Current
macroblock

Multihypothe
estimation

Macroblock
split

rrent
macroblock

Multihypothe
estimation

Macroblock
split

rrent
macroblock

Multihypothe
estimation

Macroblock
split

rrent
macroblock

Multihypothe
estimation

Macroblock
split

Fig. 6. Proposed motion estimation fo
levels, where each level ps contains 2ps � 2ps

subblocks, 0ppsoP: For each level ps; a
number of subblocks have been pruned out
due to the selection of their parent block during
pruning. As a result, for each level, the
following steps are only performed to the
subblocks that have been selected during the
pruning step of the previous level.

* Multihypothesis ME: For the current subblock,
a local splitting to its four quadrants is
performed. A number of hypotheses M is
established for the subblock and its four
quadrants, with M ¼ 2 in our experiments.
The case of M ¼ 0 can correspond to the use of
intra-prediction modes based on the causal
neighborhood around the current subblock (or
subblock quadrant). For the current subblock
(or subblock quadrant) and each hypothesis
m=1,y,M, we apply the multihypothesis
estimation algorithm of [8] without a rate
constraint. This means that, for m > 1; the
algorithm initiates all motion vectors and then
iterates by estimating one vector at a time so
that the prediction error of the current subblock
is minimized. When no vector was modified
during the last iteration, the algorithm termi-
nates. As a result, for each hypothesis m, the
combination of motion vectors that minimizes
the produced error-frame distortion in the
certain subblock (or subblock quadrant) of the
macroblock is chosen. In our experiments, we
use the sum of absolute differences as the
distortion measure. The motion vector data
for each hypothesis and the corresponding
distortion are kept in a structure for use in the
following steps.

* Pruning process: The pruning process per-
formed for the current subblock is given in
Fig. 7. Three distinct passes occur: The first
pass, Estimation(i), identifies the rate and
distortion of each possible combination ni
sis Pruning
process

Optimized
block partitioning

with multihypothesis
selection

sis Pruning
process

Optimized
block partitioning

with multihypothesis
selection

sis Pruning
process

Optimized
block partitioning

with multihypothesis
selection

sis Pruning
process

Optimized
block partitioning

with multihypothesis
selection

r the prediction step of MCTF.
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Fig. 7. Pseudocode of the pruning algorithm for multihypothesis variable block-size prediction for each macroblock. We use the

following notations: N is a list of partitioning points in the macroblock, it contains items in the form ni ¼
fR;D;,br ;bc h br; bcð Þ; rs; csð Þ; ps½ 	g where R, D are the rate, distortion, respectively, ,br ;bc h br; bcð Þ is the union of the quadrants of the

subblock ðbr; bcÞ each having a hypothesis hðbr; bcÞ and ðrs; csÞ; ps indicate the subblock coordinates in the macroblock; Ndeleted contains

points that have been removed from N; EstimateR(�) estimates the rate for coding the motion vector data of the subblock ðbr; bcÞ using
the first-order entropy, EstimateD(�) estimates the prediction error of the subblock ðbr; bcÞ; Rrem, Drem contain the rate, distortion of

the remaining are of the macroblock (besides area covered by the current subblock); l is the Lagrangian control parameter.
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(partitioning point) of hypotheses of the current
subblock or its quadrants. The second pass,
RD Prune, scans the list of acceptable points
N to establish a monotonically decreasing slope
value Sk for each point nk, nkAN, simi-
lar to the rate-distortion optimization proce-
dure of JPEG2000 [34]. Finally, the third
pass minimizes the Lagrangian cost function
R(nk)+l �D(nk) by establishing the partition-
ing point nkmin ¼ arg minnkAN Sk � l�1

�� ��� �
; i.e.
the partitioning point with a slope value closest
to l�1. The splitting and hypothesis number for
each subblock (or for the subblock’s quadrants)
is used for motion compensation, if no addi-
tional partition levels are to be performed.
Otherwise, an additional level of macroblock
split occurs and the multihypothesis ME
and pruning occur for the subblocks that have
been selected in the previous levels, and their
quadrants.



ARTICLE IN PRESS

Y. Andreopoulos et al. / Signal Processing: Image Communication 19 (2004) 653–673666
4.2. Update step

The application of the update step for the creation
of the Lt frame (Fig. 5) occurs in two consecutive
phases, schematically shown in Fig. 8; first the
update information is created by inverting the error
frame samples of the Ht�1; Ht frames using the
inverted motion-vector fields. To avoid strong
motion-related artifacts in the output Lt frame and
the irregular increase of the image-sample magni-
tudes in multiconnected areas, a normalization
process divides the magnitude of the update samples
for each pixel with the number of connections.
Finally, before the update coefficients are added to
the reference frame, they are scaled according to the
lifting equation for the update step, taking into
account the type of the specific connection (Haar or
5/3 filter-pair [7]). Additional scaling can be incor-
porated for the areas where the update samples have
large magnitudes, or, alternatively, the update step
can be adaptively disabled in areas where bad
connections due to motion-prediction failure is seen
[5]. These approaches typically require additional
signaling information to be transmitted to the
decoder. We do not investigate these options for
the update step in this paper.
5. Experimental evaluation

In this section, we evaluate the coding perfor-
mance obtained with experimental instantiations
of the proposed video coding framework following
the two major aspects treated in this paper. Our
comparisons are grouped on three topics: First,
we evaluate the different modes available for
the proposed multihypothesis ME algorithm of
Macroblocks in
frames
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inversion

Normalization
process

1,t tH H

+

2tA

tL

tU

tU

Macroblocks in
frames
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inversion
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1,t tH H

+

2tA

tL

tU

tU

-

Fig. 8. The application of the update step in the MCTF

process.
Section 4 in the SDMCTF and IBMCTF frame-
works using the equivalent setting for both
frameworks. In order to assess better the increase
in coding efficiency offered by the proposed
multihypothesis framework, a comparison is car-
ried out against the MC-EZBC fully scalable video
coder [5] as well as the non-scalable advanced
video coder (AVC), jointly standardized by
MPEG and ITU. Lastly, we attempt a comparison
of SDMCTF and IBMCTF in terms of behavior
under resolution and temporal scalability.

5.1. Instantiation of the experimental test suites

For all our experiments, we use four temporal
decomposition levels. The default scaling factors
of the lifting implementations of the temporal
transforms (Haar, 5/3) is used for the temporal
filtering. For the case of the 1/2 and 1/3 filters (i.e.
prediction-only without update), the frames of
each temporal level t remain the original input
frames, scaled by ð

ffiffiffi
2

p
Þt�1:

The variable block-size motion estimation algo-
rithm of Section 4 is used. For the case of
IBMCTF, block-based motion estimation with a
block size of B � B pixels in the spatial domain
corresponds to k separate motion estimations (for
a total of k spatial-resolution levels of in-band
motion estimation) with triplets of blocks of
ðB=2lÞ � ðB=2lÞ wavelet coefficients in the high-
frequency subbands of each resolution l, 1plok;
as described in Section 2.4. The number of
hypotheses used was set to 1 or 2, and this always
corresponds to temporal multihypothesis predic-
tion. If multiple in-band motion estimations are
performed (k > 1), the number of vectors corre-
sponding to each spatial location in the IBMCTF
codec varies according to the temporal filtering of
each resolution.
Concerning the compression aspects, the motion

vectors of each frame (and resolution in the case of
IBMCTF) are compressed using adaptive arith-
metic coding; no spatial or temporal motion-
vector correlations were exploited. The quantiza-
tion and entropy coding is performed with the
QuadTree-Limited (QT-L) coder of [29], which is
an intra-band embedded wavelet coding algorithm
combining quadtree coding and block-based
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coding of the significance maps [29]. Scaling in
resolution is performed by skipping resolution
levels of the compressed bitstream (and their
corresponding motion-vectors in the case of
IBMCTF). Dyadically reduced frame-rates are
straightforwardly produced by skipping frames
that correspond to the first temporal levels.
Finally, rate scaling is performed by a bitstream
extractor that follows the principles of the bit-
stream scaling method used in [5].

5.2. Efficiency of multihypothesis MCTF in

SDMCTF and IBMCTF frameworks

We applied the proposed MCTF technique with
a different number of features enabled for each
IBMCTF,Stefan (CIF), 128 frames
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Fig. 9. PSNR results for SDMCTF and IBMCTF coders with diff
experiment in order to assess the impact on the
coding efficiency of MCTF. Typical results are
given in Fig. 9 for the IBMCTF and SDMCTF for
128 frames of the CIF sequences ‘‘Stefan’’ and
‘‘Coastguard’’, which include a variety of object
motions. Since no attempt was made to jointly
optimize the prediction performance across reso-
lutions, in the experiments of this subsection we set
k ¼ 1 (one level of in-band prediction and update);
two additional levels of spatial transform are
performed in the MCTF residuals of the LL

subbands in order to match the SDMCTF codec in
the number of spatial decomposition levels (three).
The objective comparison of Fig. 9 shows that,
in both the SDMCTF and IBMCTF architectures,
a large PSNR gain comes from the use of
IBMCTF,Coastguard (CIF), 128 frames
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multihypothesis and longer temporal filters
(5/3). Additionally, the use of the update step
improves the objective performance, especially at
high bit-rates. Furthermore, both architectures
appear to produce comparable results for full-
resolution decoding across a large range of bit-
rates.
Concerning implementation complexity of the

IBMCTF and SDMCTF encoders, we found that
the use of all the advanced tools for the motion
estimation (macroblocks pruned using five parti-
tion levels and two hypotheses) incurs a penalty of
a factor of 4–6 times increase in execution time as
compared to conventional block-based full search
motion estimation. This result corresponds to
execution-time comparisons of our platform-in-
dependent ‘‘C’’ implementation running on an
Intel Pentium IV processor. However, preliminary
testing indicates that several optimizations for
motion-vector search using spiral or diamond
search patterns can decrease this complexity factor
significantly. In addition, the effect of the ad-
vanced prediction tools is much less severe for
decoding. Our experiments indicate that only an
increase by a factor of 2 is observed. Finally,
the IBMCTF encoder using the proposed pre-
diction-filters approach for the CODWT runs
(on average) for approximately 150% of the
Table 1

Comparison of proposed multihypothesis MCTF in the SDMCTF fra

PSNR (dB) over all the frames of four test sequences

Test Codec 1.5Mbps

Y U V Mean Y

Night AVC 34.51 38.73 41.34 36.35 37.22

MCEZBC 31.97 34.75 38.28 33.49 35

Proposed 31.41 37.75 40.36 33.96 34.13

Crew AVC 36.29 40.81 40.97 37.83 38.52

MCEZBC 34.99 39.17 38.65 36.3 37.49

Proposed 34.39 40.51 40.77 36.48 36.53

Harbor AVC 31.92 41.71 44.63 35.67 34.63

MCEZBC 30.92 41.35 44.41 34.91 33.76

Proposed 31.71 42.87 45.69 35.90 34.06

Sailor AVC 34.77 39.04 40.12 36.38 36.83

men MCEZBC 34.58 40.26 41.25 36.64 36.52

Proposed 34.42 41.11 41.94 36.79 36.50

The values for the luminance (Y) and chrominance channels (

Mean PSNR=(4 �PSNR Y+PSNR U+PSNR V)/6.
SDMCTF encoding time with the same settings;
IBMCTF decoding runs, on average, about 3
times slower than SDMCTF decoding.

5.3. Efficiency of proposed temporal filtering in

comparison to state-of-the-art

Table 1 illustrates the coding results obtained
with the spatial-domain MCTF using the pro-
posed multihypothesis prediction and update step.
We used the MC-EZBC results reported in [11];
the version used therein includes a number of new
developments in the codec like joint luminance and
chrominance-channel motion estimation, intra-
prediction, adaptive update modes and bi-direc-
tional Haar filtering. The MPEG-4 AVC results
were produced with the settings described in [16].
These settings correspond to the profile of the
codec that includes all the advanced features like
rate-distortion optimization, the CABAC scheme,
full-search multiframe variable block-size motion
estimation with a search range equal to764 pixels
and an intra-refresh period smaller than 1 s that
enables random access.
Concerning the proposed codec, we used 1/8-

pixel accurate motion estimation with full-search.
The search range in our experiments was 722,
738, 770, 7110 pixels for temporal levels
mework with MC-EZBC and MPEG-4 AVC in terms of average

3Mbps 6Mbps

U V Mean Y U V Mean

40.64 43.03 38.75 39.98 42.57 44.7 41.2

37.54 40.46 36.33 38.16 40.56 42.8 39.33

40.17 42.36 36.51 37.12 42.75 44.32 39.26

42.02 42.8 39.82 40.89 43.21 44.51 41.88

41.27 41.67 38.82 40.04 43.06 44.3 41.25

42.12 43.08 38.55 38.42 43.63 44.67 40.33

42.85 45.76 37.85 37.7 44.0 46.89 40.28

42.84 46.00 37.31 37.13 44.39 47.79 40.12

44.20 46.75 37.87 36.82 45.58 47.81 40.11

40.39 41.43 38.19 39.09 41.93 42.90 40.20

42.15 43.28 38.59 38.78 43.39 44.82 40.56

42.75 43.69 38.74 38.02 43.76 44.66 40.09

U, V) are reported. The mean PSNR [11], is defined as
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1–4, respectively, and we set l ¼ 62 (Lagrangian
multiplier) for variable block-size ME pruning—
see Fig. 7. A maximum of M ¼ 2 hypotheses were
used and each macroblock was pruned with
dyadically reduced block sizes ranging from
64� 64 down to 4� 4 pixels. The 9/7 filter-pair
was used for the spatial decomposition (four
resolution levels). In the temporal direction,
according to the pruning of the motion informa-
tion during the predict step, the bi-directional
Haar and the 5/3 filter-pairs were used. An
implementation with a sliding window was chosen
to avoid large PSNR fluctuations in the GOP
borders.
The results show that, for half of the sequences

of the test, multihypothesis SDMCTF-based video
coding is comparable or superior in terms of mean
PSNR to the highly optimized AVC over a large
range of bit-rates. At the same time, the proposed
scheme retains the advantages offered by fully
embedded coding. Additionally, we find the
proposed coder to be comparable or superior to
MC-EZBC over a large range of bit-rates. Notice
that in comparison to AVC’s temporal predi-
ction algorithm, the proposed algorithm does not
yet include intra-prediction modes, while the
motion-vector coding can be significantly im-
proved with the use of prediction-based techni-
ques. In addition, in comparison to MC-EZBC, we
do not use techniques to adaptively disable the
update step in the cases where the prediction fails
to provide a good match; as a result, coding
efficiency is decreased in when the motion model
fails to predict efficiently (e.g. Night and Crew
sequences).

5.4. Performance of spatial-domain and in-band

MCTF for full-scalability

It is generally difficult to establish an objective
metric for evaluation under temporal and resolu-
tion scalability since, under the MCTF framework,
every coder creates its own unique reference
sequence for low-resolution/low frame-rate video.
Nevertheless, the ability of that reference sequence
to serve as a unique original is questionable. Here
we opt for the use of predict-step only MCTF in
order to circumvent the problem of frame-rate
scaling. In addition, we use both IBMCTF and
SDMCTF with the same settings, i.e. half-pixel
accurate ME with maximum two hypotheses and
two reference frames, five block-sizes and a fixed
search range per temporal level. In this scenario,
however, the IBMCTF codec provides scalability
for the motion vector bit-rate by using two levels
of in-band prediction.
The results for the full-resolution/full frame-rate

decoding are given in Fig. 10(a). We find that the
use of multiple motion vectors for each resolution
level may increase the coding performance of
IBMCTF in the case of complex motion, as seen in
the Football sequence. Nevertheless, without care-
ful optimization, the increased motion-vector bit-
rate may overturn this advantage for sequences
with medium motion activity, like the Foreman
sequence.
Fig. 10(b) depicts the performance for decoding

at half resolution/half frame-rate and different
quality levels. The reference sequences used in the
comparison of Fig. 10(b) are obtained by one-level
spatial DWT performed on a frame-by-frame
basis, followed by retaining the LL subbands and
frame skipping. We found that the reference
sequences produced in this manner are always
artifact-free and independent of the utilized mo-
tion model.
Both IBMCTF and SDMCTF can achieve

resolution-scalable decoding. However, it is im-
portant to notice that in a scalable scenario
corresponding to coarse-to-fine progressive trans-
mission of different resolutions, only the IBMCTF
guarantees lossy-to-lossless decoding at all resolu-
tions if the LL subbands are used as an original [3].
This is observed experimentally in Fig. 10(b),
where a large PSNR difference exists between the
two alternatives. A typical visual comparison is
given in Fig. 11.
6. Conclusions

A novel framework for fully scalable video
coding that performs open-loop motion compen-
sated temporal filtering in the wavelet domain
(in-band) was presented in this paper. To
overcome the shift variance of the DWT, a
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Fig. 10. Comparison between in-band MCTF and spatial-domain MCTF: (a) full resolution/full frame-rate, (b) half resolution/half

frame-rate. For each sequence, all points were made by decoding a different number of resolution, quality or temporal levels. For the

PSNR comparison at the low spatial resolution, the uncoded LL subband of the original sequence is used.
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complete-to-overcomplete DWT is performed
for each reference frame. Driven by the resolu-
tion-scalable operation of the in-band MCTF,
the CODWT is performed via a single-rate
calculation scheme that uses the DWT subbands
of the current resolution level. The problem of
improving the coding efficiency of both spatial-
domain and in-band MCTF is addressed by a new
algorithm for optimized multihypothesis motion
estimation. The experimental evaluation of its
effects in both architectures gives positive results.
More information (sample bitstreams with execu-
tables for the IBMCTF and SDMCTF bitstream-
extraction and decoding, as well as additional
documentation) can be downloaded from our ftp
site [4].
Although spatial-domain and in-band MCTF

equipped with multihypothesis prediction and
update appear to be comparable in coding
efficiency over a large range of bit-rates under
the same experimental conditions, the in-band
architecture additionally permits the indepen-
dent temporal filtering of each resolution of the
input content. As a result, the proposed in-band
MCTF framework enables many potential devel-
opments for multiresolution decoding and can
be a viable approach for fully scalable video
compression.
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Fig 11. Visual comparison for the half-resolution/half frame-rate decoding at 768 kbps with IBMCTF (left) and SDMCTF (right).

Even at high bit-rate, due to the fact that spatial filtering and motion compensation are not commutative in SDMCTF [3], motion

artifacts are occasionally observed in the areas with irregular motion (player leg in the middle area of football, mouth of foreman).
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