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Abstract—A plethora of coding and streaming mechanisms have
been proposed for real-time multimedia transmission over the
Internet. However, most proposed mechanisms rely only on global
(e.g. based on end-to-end measurements), delayed (at least by the
round-trip-time), or statistical (often based on simplistic network
models) information available about the network state. Based
on recently-proposed state-of-the-art open-loop video coding
schemes, we propose a new integrated streaming and routing
framework for robust and efficient video transmission over net-
works exhibiting path failures. Our approach explicitly takes into
account the network dynamics, path diversity, and the modeled
video distortion at the receiver side to optimize the packet re-
dundancy and scheduling. In the derived framework, multimedia
streams can be adapted dynamically at the video server based
on instantaneous routing-layer information or failure-modeling
statistics. The performance of our integrated application and
network-layer method is simulated against equivalent approaches
that are not optimized based on routing-layer feedback and
distortion modeling, and the obtained gains in video quality are
quantified.

Index Terms—Network-layer feedback, open-loop scalable video
coding, predicting network availability, routing-layer adaptation,
video transmission under path failures.

I. INTRODUCTION

THERE are two major causes of network performance
degradation when streaming video over the Internet:

network congestion and routing instability due to link/node
failures. Past literature on video streaming over the Internet
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has been focusing on coping with bandwidth variation and
losses [1]–[3] that are caused by network congestion. However,
recent studies have found that the level of congestion in the
core IP backbone is always negligible and has relatively small
impact on latency sensitive applications [4]. On the other hand,
link/node failures have been observed to be fairly common in
the day-to-day operation of a network [5] due to fiber cuts,
faulty equipments, or router misconfigurations. Rerouting after
a link/node failure can take tens of seconds within a single do-
main [5], while inter-domain route changes through the border
gateway protocol (BGP) can take up to minutes to converge [6].
During this transient period of route convergence, packets can
be dropped (because of invalid paths) or caught in routing loops
leading to additional delays. These routing instabilities result
in service disruptions at the application layer and can adversely
affect the quality of real-time video streaming. Notice that in
the case of content delivery networks, such as Akamai [46],
multiple client requests for the same video stream are grouped
together, which means that a failure on a backbone link could
affect a number of customers.

Several coding and rate-adaptation mechanisms have been
proposed to cope with bandwidth variations, losses, and/or delay
jitter at either the sender or the receiver [7]. However, most
proposed mechanisms rely on either delayed (at least round-
trip-time) end-to-end observations of the network state [3], [9],
[14], [16], [17] or simplistic statistical channel models. While
some models, e.g., Gilbert model [2], [19], may be suitable
for bursty loss patterns of wireless channels or congestion-in-
duced losses, they fail to capture routing dynamics in the pres-
ence of failures, which occur frequently in the IP-networks [8].
For all these cases, the lack of feedback on instantaneous net-
work conditions can lead to sub-optimal performance for delay-
sensitive video streaming. Moreover, end-to-end or application-
level measurements can only detect the packet losses, but cannot
easily establish their cause, e.g., changes at the underlying net-
work topology. For example, the paths between a receiver and
multiple sources may share the same physical link. In this case,
there is no true redundancy at the routing-layer to protect against
failure of that critical link.

In this paper, we propose a new integrated compression,
streaming, and routing framework for robust and efficient
streaming of multimedia content over wide-area Internet in
the presence of failures. In Section II, we propose to deploy
routing proxies to detect link or node failures directly. Upon
failure detection, the proxy sends explicit notification to the
multimedia server to report the starting time and location (path)
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of a failure event. Similarly, the proxy notifies the multimedia
server when the path is restored. We develop a novel technique
to estimate the service disruption time after a failure event
by taking into account transient routing dynamics during the
convergence period of Internal Gateway Protocols (IGP) and
operational conditions, such as BGP table size and traffic distri-
butions. When the explicit failure notification is not available,
the proposed technique estimates the expected service disrup-
tion based on a realistic failure model that captures the failure
patterns observed in operational IP-backbone networks [8].

Based on the derived failure-detection and modeling frame-
work, we propose novel multipath open-loop (scalable) video
transmission schemes that enable on-the-fly redundancy adap-
tation, as described in Section III. A key element of the pro-
posed adaptation mechanism is the deployment of a new distor-
tion-estimation model (Section III-B) that infers the expected
frame-decoding error as well as the temporal error propaga-
tion, based on content characteristics accumulated at encoding
time. This model provides accurate predictions for the decoder
objective quality in real-time, and under various transmission
conditions. Finally, for the multipath failure-aware transmission
framework of this paper, novel packet scheduling algorithms are
proposed in Sections III-C and III-D. When network feedback
is available, the algorithm leverages the explicit failure notifi-
cation to schedule the application-layer packets on all working
paths according to the expected distortion reduction offered by
the packets of each path. Alternatively, when channel feedback
is not available, the algorithm establishes the redundancy level
for packet scheduling based on distortion-reduction estimates
for each path provided by the combination of the proposed video
distortion model with the estimated failure probability of each
path.

The derived framework facilitates flexible tradeoffs between
throughput, redundancy and complexity, that are not pos-
sible with conventional error-tolerant video coding schemes
such as multiple-description (MD) coding [22], [24], for-
ward-error-correction (FEC) multiple-description coding [25],
[32], or multiple-description via multiple-state encoding [23].
In particular, our solution adjusts the bitstream redundancy at
the packet-level during transmission time, based on the transient
network behavior. Unlike previous MD coding mechanisms
for streaming under path failures [38], we use an open-loop
video coding system that permits seamless bitrate adaptation
via packet scheduling, and propose a mechanism for on-the-fly,
optimized packet redundancy for the given transmission paths.
Moreover, unlike FEC-based MD coding where the redundancy
level is determined statically based on statistical information
gathered over a large time interval [25], [32], in our work
the redundancy level can be adjusted on-the-fly based on the
instantaneous information of the channel condition and the
expected distortion at the receiver. In order to quantify the
effectiveness of the proposed algorithms, experimental results
are presented in Section IV, and our conclusions are drawn in
Section V.

II. MODELING NETWORK FAILURES AND ROUTING

RECONVERGENCE DYNAMICS

Previous empirical studies have shown that congestion losses
can be modeled with low-order Markov chains, and the number

of lost packets in a loss period is approximately geometric [2].
However, the use of a similar model for loss patterns during
routing instabilities caused by link/node failures has not been
validated. When a link or node fails, it is often followed by
a transient routing instability (or route reconvergence) period
during which all the routers in the network are notified of the
failure, recompute their routing tables, and update their for-
warding paths. There are two distinct stages during the conver-
gence period.

• Black-out stage: All packets traversing the failed link are
dropped initially due to invalid forwarding path.

• Routing-loop stage: Subsequently, some of these packets
may be caught in routing loops because of inconsistent for-
warding tables at various routers. The packets caught in the
loop will traverse a random number of extra hops and hence
experience extra delay before being successfully delivered
to their final destination. The additional time-to-live (TTL)
of a packet caught in a routing loop can be used to estimate
the increase in end-to-end delay. Routing loops from which
packets do not escape contribute to an increase packet loss
rate but have no effect on the delay performance.

Once the routing protocol converges, the traffic will be for-
warded on the backup path, which could be longer than the orig-
inal path, resulting in an increased end-to-end delay. After the
link or node recovers, traffic forwarding will resume on the orig-
inal path.

A. Empirical Models for Network Failures

The first step towards measuring the impact of failures on
multimedia streaming performance is to develop a detailed un-
derstanding of how often failures occur in a network and how
long they last. The distribution of the frequency and duration of
link failures observed in a Tier-1 ISP backbone are reported in
our previous work [5], [8], [21]. Fig. 1 shows the distribution of
independent link failure events that occurred across more than
600 links within a Tier-1 backbone network of an ISP over a
seven-month period (April–October 2002).1 Note that, as shown
in our previous study [21], failures are fairly well spread out
across weeks, days, and even over the course of a single day.
Clearly, they need to be taken into account as part of every day
operations. In our simulation studies and analysis, we model the
network failures based on the following observations [8].

• The majority (70%) of the unplanned failure events are
isolated, i.e., only affect a single link at a time, and hence
can be modeled as independent link failures.

• Links are highly heterogeneous: some links fail signifi-
cantly more often than others. This motivates us to clas-
sify the links into two categories: “high-frequency” and
“low-frequency” links and model them separately. Within
each class, the number of failures, , for link roughly
follows a power-law: , where the exponent
is found to be for high-frequency links and

for low-frequency links.

1For proprietary reasons we are unable to provide absolute numbers but only
the normalized number of failures to show the difference in the order of magni-
tude between the number of failures experienced by different links.
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Fig. 1. Nonuniform distribution of independent failures across over 600 links
within a Tier-1 ISP backbone.

Fig. 2. Network-wide time between failures for router-related multiple failures,
low-failure links, and the approximation by the Weibull distribution.

• The empirical cumulative distribution function (CDF) for
time between any two failures can be approximated by a
Weibull distribution as found in our previous study [8].

For example, Fig. 2 shows the empirical CDF for the net-
work-wide time between failures for low-frequency links. The
Weibull parameters can be derived for each set of empirical
data based on maximum-likelihood estimation, e.g., in this case,

, and . The cumulative distribution of the
duration of failures observed over the same period shows that
most failures are transient (i.e., short-lived): 46% last less than a
minute and 85% last less than ten minutes [21]. However, as dis-
cussed earlier, the actual failure duration is much less important
since the packets will be forwarded correctly on the recomputed
(alternate) paths once the routing protocol converges. Hence,
we only concentrate on modeling the loss behavior during the

reconvergence period following a failure, but not the failure du-
ration itself. The experiments conducted in the same study [21]
indicate that this instability period can last between 2 to 6.6 s.
This is in agreement with another finding that the duration of
routing loops is mostly under 10 s [20]. We will describe the
routing convergence behavior in details in the next section.

B. Network Dynamics During Routing Convergence

Within a single network domain or an autonomous system
(AS), an IGP like IS–IS [12] and OSPF [13], is used to exchange
connectivity information and compute the shortest path between
different source-destination pairs. These protocols are linkstate
protocols, where each node has complete knowledge of the net-
work topology including all the links present in the network.
When a node detects a change in the network (due to link/node
failures or a configuration changes), it is responsible for dissem-
inating the new topology description to all its neighbors, recom-
puting all-pair shortest paths, and updating its own routing and
forwarding tables.

From the time of the topology change to the time all nodes
have been informed of the change and have updated their
routing/forwarding tables, traffic disruptions (i.e., packet drops,
routing loops) are possible as the nodes may have an incon-
sistent view of the network. We define “network convergence
time” as the time it takes for all nodes to be notified of the
change and update their forwarding tables. We can also define
“convergence time,” on a per node basis, where the time for
network convergence is the maximum among all per-node
convergence times. The convergence time can be summarized
as a combination of three components [40].

• Detection time: The time required by a node in the net-
work to identify if neighboring nodes are not reachable.
Today’s IP routers provide several mechanisms to perform
this function [15] but all of them are based only on local
information exchanged between the two nodes. For this
reason, detection time represents a fixed price that is in-
dependent of the network topology or configuration.

• Notification time: The time taken by the routing message
update to propagate across the network. In link state proto-
cols, messages are flooded throughout the network. Hence,
the notification time strongly depends on the network di-
ameter (maximum hop distance between two nodes). Each
node processes the message update and forwards it to its
neighbors introducing a delay in the propagation of the in-
formation.

• Route update time: The time spent by each node in up-
dating its routing information. The update of this informa-
tion consists of two steps. First, each node recomputes its
routing tree (i.e., the shortest path to every other node) and
then applies the changes to all the network prefixes that
have been learnt via the BGP inter-domain protocol. The
result of this computation is a forwarding table where each
prefix is associated with a neighboring node (next hop).The
route update time of a node is proportional to the number
of prefixes for which the next hop information needs to be
changed. In turn, the number of prefixes to be updated de-
pends on the location of the topology change and on the
distribution of prefixes to egress nodes. Indeed, the closer
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Fig. 3. Example of convergence time and service disruption.

TABLE I
SUMMARY OF ROUTING EVENTS (WITH A ROUTE UPDATE TIME OF 400 ms)

the topology change occurs to a node, the larger will be the
number of prefixes affected. Similarly, if a large number
of prefixes share the same egress node, a change in the
topology close to that egress node will result in long route
update time for all nodes in the network.

The network convergence time only provides a rough upper
bound on service availability. The service is not available when
the packets cannot reach their destinations due to the lack of
forwarding information. Given that traffic forwarding may re-
sume even if all the nodes in the network have not updated their
routing table, there may be a significant difference between net-
work convergence and service availability.

Consider the network illustrated in Fig. 3. Assume that the
nodes and the links have similar characteristics with a detection
time of 1000 ms, a notification time between adjacent nodes of
200 ms, and a node route update time of 800 ms (except for
node C for which we assume this is 200 ms given that it does
not need to change its route to reach D). The number on each
link indicates the IGP weight. Consider the disruption observed
for the traffic sent from nodeA to nodeD due to the failure of link
E–D at time . Table I shows the routing events, changes in
the forwarding path and service availability from node A to node
D. In this example, we assume that a node notifies neighboring
nodes only after it has completed the update of its own routing
table. However, it is easy to verify that if the updates are sent
before updating the routing table, the example yields similar
results.

Interestingly, as the message update propagates across the
network, the forwarding path from node A to node D changes
four times. Some of these intermediate paths are valid thus

restoring service between A and D, while some are not, causing
packet drops (“traffic black-hole”) and routing loops. For
example, packets are dropped until node E has computed a
new forwarding path to reach D and routing loops occur when
nodes B and F have conflicting forwarding information. In the
next subsection, we introduce an algorithm to compute the
cumulative time for which service is not available or affected
during the routing convergence period.

C. Routing Introspection and Feedback Layer

One can assume that multimedia clients can send acknowl-
edgment packets (ACKs) or statistical feedbacks in the form
of Real-time Control Protocol (RTCP) reports to inform the
sender/proxy of the loss rate and round trip time (RTT) ob-
served at the application layer. While such feedbacks are useful,
they do not provide sufficient information to determine the cause
of the performance degradation. We propose the following two
mechanisms to explicitly detect link/node failures and estimate
the associated service disruption time.

1) Proxy-Assisted Failure Detection: We propose to deploy
routing proxies in the network to detect link or node failures
directly. The proxy contains a route listener, such as Python
Routing Toolkit (PyRT) [10] or Zebra [11], that allows it to re-
ceive routing messages from an adjacent network router. Since
most network domains run link-state routing protocols, such as
IS–IS [12] or OSPF [13], any changes in the routing topology
(link/node addition or deletion) are flooded throughout the net-
work, e.g., via Link-State Announcements (LSAs) in OSPF.

The routing proxy associated with a multimedia server keeps
track of the end-to-end paths used for video streaming to its
various clients, e.g., by running traceroute from the video
server to its client. When the proxy receives an LSA announcing
a link or node failure that affects the path of the video streaming,
it notifies the video server of the failure. This marks the start
time of a failure and routing instability period, which can take
up to tens of seconds [5] before the network convergences to the
backup routing paths. The passive route listeners can be placed
at strategic locations to monitor routing dynamics of both IGPs
within an AS and external gateway protocols between different
ASes. When the multimedia server receives an explicit failure
notification from the proxy, the coding and streaming schemes
are adapted, as described in Section V.

2) Estimating Service Disruption Time: To capture the effect
of a link failure and its subsequent impact on traffic forwarding
and perceived streaming quality, we define a metric called ser-
vice disruption time (SDT) [40]. SDT is the amount of time for
which the service between a source and destination is disrupted
due to a link failure. In essence, it is the upper bound of the time
for which connectivity between a particular video client and the
server experiences a degradation in performance. In Table II, we
present an algorithm to compute SDT.

D. Multipath Routing Architecture

Since one of the requirements of our system is for the multi-
media server to find multiple paths from the source to the des-
tination, we conclude this section by identifying two ways to
accomplish this.
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TABLE II
ALGORITHM TO ESTIMATE SERVICE DISRUPTION TIME (SDT) DUE TO SINGLE-LINK FAILURES

1) Collaboration with different ISPs to exploit Equal Cost
Multi-Path (ECMP) routing. ECMP provides the multi-
media server with multiple paths between a source and des-
tination node.

2) Construction of an overlay network or leveraging of the
mechanisms offered by existing overlay networks like
Resilient Overlay Network (RON) [42], Detour [43],
SplitStream [44], OverCast [45], etc. Overlay networks
are application layer networks with multiple overlay nodes
that collaborate with each other at the application layer
to provide features (such as multipath routing) that are
not readily supported by IP layer routing services. For
example, RON [42] and Detour [43] demonstrate that
end-to-end route selection often finds multiple alternative
paths by relaying traffic among overlay nodes.

Even though there are multiple ways to accomplish multi-
path routing, in this work, we propose to use the second ap-
proach based on overlay networks not only because it is simple
but also because, in practice, ISPs are very reluctant to coop-
erate on routing issues with their customers. In the remainder of
the paper we assume that the multimedia server has the ability
to discover and utilize multiple paths through an ISP backbone
network, and focus mainly on its streaming technique.

III. FAILURE-AWARE STREAMING WITH

OPTIMIZED REDUNDANCY

We present a novel framework for optimized redundancy
in video transmission over multiple paths through the use of
(open-loop) motion compensated temporal filtering (MCTF)
as a decorrelating transform [29]. Our scheme retains the
advantages of low-complexity since the redundancy generation
is applied post-encoding [29], i.e., during the bitstream-ex-
traction and packetization stage. In this way, our system takes
into account the bitstream packetization aspects and conse-
quently achieves a better synergy between the application and
network layers. A certain percentage of the important visual

information can be easily reproduced via all transmission paths
so that quality-of-service (QoS) requirements are facilitated.
This is achieved in a very efficient manner by exploiting
the rate-distortion metrics established during the multitrack
hinting stage. Section III-A briefly reviews MCTF-based video
coding. Section III-B presents our proposed distortion-mod-
eling strategy at the packet level. Section III-C presents the
proposed multipath video transmission framework and finally
Section III-D presents two scenarios for packet scheduling and
redundancy that depend on the available network feedback
mechanisms and on the proposed distortion-modeling strategy.

A. Motion Compensated Temporal Filtering

Recent state-of-the-art scalable video coding schemes that
have been adopted for the generation of adaptive packet redun-
dancy [29] are based on motion compensated temporal filtering.
During MCTF, the original video frames are filtered tempo-
rally in the direction of motion, prior to performing the spa-
tial transformation and coding, Video frames are filtered into

(low-frequency or average) and (high-frequency of differ-
ence) frames, as shown in Fig. 4. For example, for two consec-
utive video frames and , an instantiation of MCTF can be
written using the lifting formulation [26], which, for each pixel

of a video frame, is written as

(1)

(2)

where is the motion vector associated with pixel
and , are pixel weights chosen by an optimiza-
tion mechanism that normalizes the information during the for-
ward motion-compensated prediction of (1) and the back-
ward inversion of the motion information during the update
step of (2). We refer to recent work [30], [33], [34] for a variety
of algorithms that estimate these factors for various temporal
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Fig. 4. MCTF decomposition.

decompositions in order for the filtering process to approximate
an orthonormal temporal transform. The process is applied ini-
tially in a group of pictures (GOP) and also to all the subse-
quently-produced frames thereby forming a total of tem-
poral levels, as shown in Fig. 4.

We use the notation to indicate the -th frame of tem-
poral level , where and . Equivalently
the notation is used to indicate the remaining frame at
the last level after the completion of the temporal decomposi-
tion in the GOP.

B. Packetization and Distortion-Modeling Aspects of
MCTF-Based Video

For each GOP, each frame and the remaining
frame are compressed using embedded wavelet image coding
[27], [33], [34]. Alternatively, embedded coding based on
H.264/AVC [36] can be applied [37]. The vast majority of
state-of-the-art embedded coding engines for still-images ap-
plies bitplane encoding, where, if the compressed bitstream
is truncated at an intermediate point, one can estimate the
expected transform-domain distortion [27].

Once the expected transform-domain distortion is established
at different bitstream truncation points of each decoded-frame,
we can associate this information with different video packets
generated for that frame. An example is given in Fig. 5, where
different frames of the temporal decomposition of one GOP are
represented by a series of video packets. Each video packet is
characterized by its corresponding rate increment and distortion
decrement. In particular, for each video packet , where

is the first packet number of the current GOP and is
the in-GOP packet number (assuming a total of packets for
the current GOP), we denote these as ,
(respectively), with a spatio–temporal coordi-
nates vector indicating: the current-GOP number , the tem-
poral level , the frame index within the temporal level and
the spatial decomposition level .

As indicated by the arrows of Fig. 5, in order to create video
packets with bounded maximum size (where the bound is set
by the size of an application-layer packet), the compressed
information of a certain spatial resolution level may be
divided into several packets, which are dependent on previous
packets of the same resolution. These dependencies vary based
on the utilized compressed scheme; in the example of Fig. 5,
we assume that the entire resolution level of each video frame
is compressed into one bitstream, which is the case in the uti-
lized codec [30]. Under any loss pattern
for the video packets, if the packets of a frame at a certain
spatio–temporal resolution are indicated by , with
bounded as , we can define the expected
transform-domain distortion reduction for this frame at the
decoder side as shown in (3) at the bottom of the next page.
Since the spatio–temporal transform decomposition is based on
biorthogonal filter-pairs, the transform-domain distortion-re-
duction estimates based on distortion-modeling of embedded
wavelet coding [27] in conjunction with (3) will not represent
the distortion-reduction from the inverse MCTF process that
utilized the certain amount of packets. Concerning lack of
orthonormality in space, one can weight the transform-domain
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Fig. 5. An example of the video packets generated for the spatio–temporal decomposition of Fig. 4.

distortion generated by the embedded wavelet coder according
to the gain of the synthesis filter-kernel [27]. Nevertheless the
lack of orthonormality in temporal decomposition cannot be
corrected by a fixed weighting scheme, since advanced MCTF
techniques, such as the ones used in the present paper and other
recent state-of-the-art open-loop coding methods [33], [34],
[37], create different dependencies among neighboring frames,
depending on the motion-vectors selected for each area of
every frame. In practice, this corresponds to the use of different
filters in different levels of the temporal filtering, as well as in
different areas of each frame.

In order to simplify our analysis we make the certain assump-
tions and simplifications. Similar to other studies [35], we do not
analyze the case of fractional-pixel MCTF, but rather focus on
the case of full-pixel MCTF. Moreover, instead of analyzing the
error-propagation per pixel, we assume a uniform distribution of
the decoding error among the pixels of an or frame [41].
Finally, we assume no correlation among the decoding error of
consecutive and frames used for the reconstruction of con-
secutive output frames [41]. Under these assumptions, we can
simplify the adaptive MCTF decomposition for each temporal
level by expressing it as

(4)

(5)

where the factors ,
, express the average weighting

of the pixels of the corresponding frames during the pre-
diction step that utilizes forward and backward motion

compensation, and ,
, express the average weighting of the pixels of

the error frames during the (forward and backward) inverse
motion compensation of the update step. These weighting fac-
tors are calculated during encoding according to the optimized
temporal filtering for each frame and stored along with the com-
pressed bitstream. Notice that, by adjusting and , (4)
and (5) express a generalized form of temporal filtering that can
include the bidirectional Haar filter-pair with and without the
update step [30], as well as the 5/3 temporal filter-pair [26] with
and without the update step [30], which constitute the common
choices found in the relevant literature [26], [30], [34] . For ex-
ample, by setting and , (4) and (5) corre-
spond to (1) and (2), i.e. the (uni-directional) Haar MCTF.

For each pair of frames , the inversion process
is found by establishing , based on (4) and (5),
yielding:

(6)

(7)

The last equation can be expressed in function of and
frames by replacing and based on (6), yielding:

(8)

Based on (6) and (8) we can express the expected mean
square error (MSE) of the reconstructed output frames ,

if

if
(3)
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in function of the MSE of decoded (and spatially-re-
constructed) frames , , , , . For
any frame we define this error as

(9)

where represents the decoded pixel of frame at po-
sition . Based on our assumption that no correlation exists
on the decoding error of adjacent transform-domain frames, we
have

(10)

for

(11)
In this way we derive the expected mean-square error after

the reconstruction as:

(12)

(13)

Based on (12), (13) we can estimate the reconstruction error
after the inverse MCTF that utilizes a certain subset of video
packets if we replace the expected MSE , with de-
fined by (11), by the expected transform-domain reconstruction
error given by (3) and appropriately weighted by the gain of the
spatial-analysis filter-bank. For the example case of one tem-
poral decomposition level and spatial decomposition levels
we have

(14)

with , indicate the GOP number and frame-index (within
temporal-level one) of the particular frame , respectively. In
this paper, the utilized weighting for the transform-domain dis-
tortion of each spatial resolution , , is based on the
weighting used in related work: .

In the generic case of a multilevel temporal decomposition,
(3), (14), and (12)–(13) are applied hierarchically for all the
frames of each temporal level in order to estimate the expected
mean-square error at the output video frames of each GOP.

For this purpose, in our streaming experiments the percentages
of the pixels predicted and updated (forward and backward)
by each frame during the temporal decomposition are kept
along with the rate-distortion information in order to be used
during the actual streaming process for the formulation of the
expected distortion. It is important to notice that the application
of (3), (14) and subsequently the calculations of (12) and
(13) can be performed multiple times in real time during the
streaming process as they do not demand a significant number
of arithmetic operations. Hence, even if the proposed distor-
tion-estimation scheme leads only to approximations of the
actual decoded-frame distortion, it consists of a realistic frame-
work that could be readily deployed on a streaming server.
Alternatively, if nonembedded coding based on H.264/AVC
[36] is used, or different forms of embedded coding inspired
thereof [37], the entire process could be performed offline: for
each packet-loss pattern, the distortion of each
decoded frame could be measured based on multiple decodings,
followed by the application of (12) and (13). This is similar
to the concept of distortion-chain modeling [18], and could be
potentially performed offline. Nevertheless, the complexity of
such a framework can be significantly higher [18], since a large
number of packet-loss patterns would have to be evaluated by
offline decoding at the streaming server.

One important aspect not treated in this analysis concerns
the expected distortion-reduction under losses of motion-vector
information. In general, this results in nonlinear MSE varia-
tions across various reconstructed frames. As a result, we mark
the motion-vector packets with the maximum expected distor-
tion-reduction of their corresponding error frame in order to
ensure that they are prioritized versus their corresponding tex-
ture bitstream in the error frames. In addition, if a certain mo-
tion-vector packet is not received, we zero the corresponding
percentage of pixels linked with the appropriate reference frame
in order to incorporate the effect of lost motion information in
the estimation of (12)–(14).

Finally, by segregating all video packets (with indi-
cating the video-packet number) into certain classes, if the sum
of sizes of two or more packets in the same class is smaller
than the maximum application-packet size, a packet aggregation
(PA) process merges these packets thereby forming aggregated
packets (with indicating the aggregated packet number.
The class segregation is formed based on the packet spatio–tem-
poral vector g as well as based on the data dependencies among
packets. More specifically, two packets are set in the same class
if they belong to the same GOP, are of the same type (texture or
motion-vector packet), spatial resolution, frame type ( or ),
the same color channel (luminance or chrominance channels),
and, either do not have any dependencies on other video packets,
or depend on packets of the same temporal level. Packet aggre-
gation within each class occurs in a breadth-first scan through
the temporal decomposition of each GOP; this means that, in
the vast majority of cases, packets of the same temporal level
are grouped together. It is important to notice that the aggre-
gation process is affected by the number of transmission paths

; in particular, only packets that have frame-indices offset by
, with , can be aggregated. This is mandated from
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Fig. 6. Application-layer system overview.

the initialization of the packet-separation algorithm described in
the following section.

The process of packet aggregation is necessitated by the fact
that several video packets generated by the bitstream adaptation
process can be very small in size in comparison to the maximum
application-packet size. This is illustrated in Table III, where it
is shown that the average video-packet size increases according
to the temporal level. This is a problem similar to the different
video-packet sizes for P- and B- frames in conventional MPEG
coding. However, it becomes more significant in our case due
to the multilevel temporal decomposition structure of MCTF.
Each aggregated packet is associated with a corresponding
rate increment and a list of distortion decrements, denoted by

, , respectively, defined as

(15)

Notice that the individual video-packet distortion-decrements
in vector cannot simply be added as in the case of the
rate increments, as their contribution to the model estimated dis-
tortion is calculated through the hierarchical application of (3),
(14), and (12)–(13). In particular, for a group of packets that cor-
respond to the vector of distortion decrements , we denote
the average estimated distortion-reduction of a reconstructed
GOP after levels of MCTF reconstruction as .
For example, is given by (12) and (13), where the ex-
pected mean square error [with given in (11)] defined
by replacing the result of (3) in (14).

C. Packet-Level Optimized Redundancy of Video via Polyphase
Transform and Motion Compensated Temporal Filtering

The proposed video streaming architecture is outlined in
Fig. 6. The front end of the proposed system consists of an
implementation of the MCTF-based coding process. As shown

in Fig. 6, the created video packets are initially separated
into classes, depending on their frame index within each
temporal level [29]. Notice that the video packets of frame

exist on all classes. In this way, an amount of redundancy
is initially introduced in each path and independent decoding
from any path becomes possible [29]. In MCTF-based coding,
the frame is the equivalent of an intra-frame of conven-
tional MPEG coding: due to the temporal dependencies of
MCTF, the existence of certain video packets of on both
paths is a requirement for the independent reconstruction of
visually-meaningful results from each path. However, as it will
be shown in the next section, the amount of redundancy ex-
isting on each path is adaptively established based on network
feedback, the proposed path-failure modeling, and the derived
distortion-reduction estimates.

Although the polyphase separation creates information to be
transmitted on each of the paths, the essential adaptation
process to the paths’ characteristics is performed in the adap-
tive redundancy scheduling (ARS) module (Fig. 6), which is
elaborated in more detail in the following subsection. Through
ARS, the packets to be transmitted via each path are established.
For each of the paths, the packet interleaving (PI) module
adjusts the transmission order of the packets according to their
processing order at the decoder. This process is generally trans-
mitting packets in a bottom-up manner through the temporal
pyramid, i.e. the packets corresponding to the coarsest temporal
levels are transmitted first.

Although the proposed multipath video-transmission archi-
tecture is partially motivated by previous work on polyphase-
transform MDC [39] and multiple-state encoding with path di-
versity [23], Fig. 6 shows that two significant conceptual dif-
ferences exist between the proposed framework and the related
work.

Firstly, the proposed method generates redundancy during
the bitstream adaptation stage. As a result, there is no loop be-
tween the video encoding and the redundancy-generation. In-
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stead, coarse and fine-quantized descriptions of each video GOP
are transmitted together by exploiting the layered structure of
spatio–temporal embedded coding. In practice, this means that
the proposed technique can work equivalently with precom-
pressed content. In terms of applications, apart from the ob-
vious complexity gain from such a process, this separates con-
tent generation and content protection for network transmission.
This can be very important in today’s distributed multimedia
environment where content may be compressed and transmitted
through various media, some of which may not be requiring ad-
vanced protection from channel failures.

A second advantage of the proposed scheme is that it operates
directly at the bitstream extraction and packetization stage and,
hence, it can respond and adapt faster to network failures and
varying bandwidth. In addition, this allows the explicit effects
of the packetization process to be taken into account during the
optimized adaptation process of ARS. These topics are elabo-
rated in more detail in the following section.

D. Adaptive Redundancy Scheduling (ARS)

In this section we present an algorithm for optimized
packet scheduling in two different scenarios. The first scenario
(Section III-D1) involves the existence of network feedback
in terms of failure notifications from the proxy server. The
second scenario (Section III-D2) assumes no feedback and
optimizes the redundancy level by transmission of a subset of
packets on all paths based on each path’s probability of failure
and the failure duration period. In both cases, we utilize the
precomputed rate-distortion hint information for the packet data
and no actual parsing or decoding of compressed information
takes place. As a result, all the proposed algorithms have low
complexity.

In this paper, we denote the paths via the vector (of length
). In general, the commonly-used dyadic temporal decompo-

sition of MCTF fits more naturally to a streaming system with
; hence we shall focus on this case for our simulation

results. However, since the proposed algorithm is generic, it is
presented for an arbitrary number of paths. Moreover, it is im-
portant to notice that for , a three-band temporal decom-
position can be used for MCTF [31] without apparent sacrifice
in coding efficiency. For higher values of , we note that one
can easily extend the proposed schemes for , .

After the video-packet aggregation of the current GOP
(Fig. 6), a total of packets, denoted by ,
and their associated with their rate-distortion information

are generated for each path so that the
path bandwidth is matched.2

1) Adaptive Packet Scheduling With Network Feedback: The
process of adaptive packet scheduling in paths is performed
with a GOP granularity. A buffering scheme at the decoder
side ensures that, under constant bitrate transmission, the de-
coder does not run out of received data. Under this scenario,
the worst-case overall transmission and decoding latency was

2In the case of constant-bitrate (CBR) transmission, it is common to assume
that, for every path u(i), 1 � i � P , we have R = R=P for the duration
of the transmission of each GOP.

estimated to be around four GOPs,3 i.e., approximately 2.5 s if
we assume a GOP of 16 frames at a frame-rate of 30 frames/s.
We assume that a failure-initiation and failure-termination noti-
fication is sent from the proxy server upon the detection of link
failures or routing instability. The maximum delay for such no-
tification events is set to 200 ms and packet transmission occurs
in intervals of 100 ms.

For each GOP, we initially assume that all paths are oper-
ational. Hence, initially, any existing redundancy among the
packets to be transmitted via all paths is removed. For example,
if originally all the packets of frame are included in all
paths (as indicated in Fig. 6), then they are removed from all
but one path. Consequently, all the packets of each path are
sorted according to their relative distortion-reductions. This is
performed by applying the distortion modeling of Section III-B
for each packet starting from the last temporal level. If a packet
has dependencies, we assume these packets to be present at the
decoder side so as to establish the relative distortion-reduction
of each individual application-layer packet under the proposed
distortion modeling framework. In this way, separate packet
lists are created with the packets included each list having de-
creasing importance in terms of distortion reduction. For the
duration where no path failure is detected, for each path, the
packets are prioritized for transmission based on their position
in the sorted lists. Once a failure notification is received for one
or more paths, the transmission continues through the remaining
paths by redistributing the packets of the failed path(s) in all or
some of the working paths, starting at the point where the failure
was detected.

The redistribution of packets among the existing paths is per-
formed according to the distortion-reduction estimates. Assume
that paths have failed during the transmission of the current
GOP, with ; for each , there are com-
binations of failed paths. For each combination ,

, we denote the vector of successful-paths by
(of length ) and the vector of unsuccessful (failed) paths by

(of length ). The packet distribution algorithm starts by es-
tablishing the paths and with the highest and lowest
total estimated distortion-reduction, respectively; the total esti-
mated distortion-reduction of a path is established by summing
all the individual packet distortion reductions with the distortion
modeling framework of Section III-B. At this point, all packets

with

(16)
are moved in path . The process continues with the next
path from , until all the failed paths have been covered, or the
delay constraints for the transmission window are exceeded.
Notice that the decision to move packets is invariant to the
packet size as, after packet aggregation, the vast majority of
packets have the same size, which is determined by the appli-
cation-layer packet size, as shown in Table III.

3We did not take into account the decoder execution time in these measure-
ments as, under real-time decoding, this overhead is minimal versus the overall
delay.



1284 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 8, NO. 6, DECEMBER 2006

TABLE III
THE IMPORTANCE OF PACKET AGGREGATION. IN THE FIRST FOUR COLUMNS, THE AVERAGE (OVER THE ENTIRE SEQUENCE) VIDEO-PACKET SIZE

(IN BYTES) IS SHOWN FOR THE FRAMES OF A FOUR-LEVEL TEMPORAL DECOMPOSITION. THE LAST COLUMN DEMONSTRATES THE PACKET SIZE AFTER THE

AGGREGATION PROCESS. THE MAXIMUM APPLICATION-LAYER PACKET SIZE WAS SET TO 1000 BYTES. THE SEQUENCE “MAD CYCLIST” WAS USED FOR THIS

EXAMPLE (CIF RESOLUTION, 900 FRAMES, EXTRACTED AT 500 kbps WITH THE UTILIZED MCTF CODEC [30])

In each case, once the path bandwidth is met in a
working path , the transmission of the packets of
stops and the remaining packets are discarded. In our experi-
ments, the minimum path-failure duration always exceeded the
transmission time of one GOP. As a result, once a path fails
during the transmission of the current GOP, no attempt is made
to check whether the path has been re-established within the
GOP transmission intervals. This is only performed once the
packets of the next GOP are processed. Without being overly
complex, this algorithm guarantees that all the working paths

can eventually converge to equalized distortions from the
addition of packets from the failed paths .

2) Model-Based Optimized Packet Redundancy: This case
is based on the proposed path-failure network modeling frame-
work of Section II. If we define the average length of a streaming
session to be s, for any path , , the modeling
framework can provide an estimate for

• the expected number of link failures , with
denoting the link number of (that has a total of
links) and ,

• the expected average service-disruption time due to a link-
failure, denoted by .

Assuming that, for each path, no two links fail at the same
time,4 the estimated disruption time within ms is given by

. In the “blind” case with no net-
work feedback, we can assume a uniform distribution of link
failures within the timeframe of the streaming session. Hence
the probability of a path failure for any path is

(17)

Alternatively, if we assume that a failure-termination packet
is received for path at the server, the probability of a new
failure on for the -th GOP after the failure termination
is given based on the Weibull distribution with the parameters
defined as in Section II. We note that, for any two paths ,

, the probability is independent of only if the
paths do not have shared links.5

As mentioned before, concerning the actual packets trans-
mitted via each path, independent decoding from any one
path should be possible. As a result, the most significant
packets in terms of distortion-reduction are reproduced on
all paths. A simple example is demonstrated in Fig. 6 where

4This corresponds to the worst-case scenario.
5The case with shared links can be solved in the same manner by establishing

the probability of failure per link. However, since the case of multipath transmis-
sion with a large number of shared links among the paths will lead to intervals
with complete loss of video information (hence no QoS can be guaranteed), it
is less interesting for video streaming.

the video-packets of frame are included on all paths. To
generalize this concept, we define as redundancy group the
vector containing a total of packets transmitted over each
path with these packets originally belonging to paths and
their in-path position indicated by the vector (both
vectors of length ). The optimized estimation of the param-
eters that define is the topic of this
subsection. Under the assumption of an existing redundancy
group, its distortion-reduction vector is

(18)
Moreover, for the remaining packets received via any path

, the distortion-reduction vector is

(19)

As explained before, the total number of packets on each path,
, is always determined so that the path bandwidth is

not exceeded.
During the transmission of each GOP the following situations

are possible at the receiver:
• the number of failed paths is zero; this happens with prob-

ability ;
• out of paths are not operational ;

the probability that a certain combination
of failed paths occurs is expressed by

with , de-
fined in Section III-D1;

• no path is operational; this happens with probability
.

By definition, for the current GOP, the average distortion-re-
duction for the case of is zero, since no packets were re-
ceived out of any path. Consequently, this case is not included
in our optimization problem. As a result, the expected distor-
tion-reduction for the current GOP under all practical situations
can be written as

(20)

In the last equation, the explicit packet distortion-reductions
may be replaced from (19). As a result, with the help of the
proposed distortion modeling framework, (20) provides the ex-
pected distortion-reduction occurring from any selected packet
transmission scenario for each path. If (17) is used for the
path-failure probabilities then we use no dynamic channel
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feedback, except for a training session for the establishment of
average link failures and average disruption time

. Alternatively, if the Weibull distribution is used for the
calculation of , then we assume that the server receives
packets indicating failure-termination events.

We can now define and solve the problem of optimal alloca-
tion of packet redundancy as follows.

Problem Statement

For the transmission of the current GOP over paths, given
that, for each path the following data
are provided:

A) the probabilities and , with
and ;

B) an initial set of application-layer packets
allocated at each path and their

associated rate-distortion reduction estimates
;

C) the bandwidth of each path during the
GOP transmission interval

determine the optimal redundancy group with
parameters , i.e., the subset of packets
that should be transmitted via all paths so that the expected
distortion-reduction is maximized.

Having the analytical expression of from (20) and
the predetermined probabilities of path failures, be-
comes a function of and .

In order to establish the solution, initially all the GOP
packets are sorted together, according to their relative
distortion-reductions , calculated individually as
for Section III-D1. Consequently, the redundancy group con-
sisting of packets (and their corresponding vectors ,

) with the maximum distortion reduction can be found
by selecting the first packets of the sorted list of packets.
At this point, the optimal solution can be found by adjusting
the value of until convergence to the maximum value for

is achieved. The bisection method can be used for this
process.

Specifically, we start with an initial value that corresponds
to the number of video-packets corresponding to the frame
and a step . Then a series of iterations are per-
formed:

(21)

with
;
;

and
;

until convergence is achieved, i.e. . For each iter-
ation the vectors , , and are calcu-
lated based on the sorted list of GOP packets and the bandwidth

constraints . Since we are only modifying the value of
and then calculate the expected GOP distortion based on (20),
under the context of the proposed solution the obtained max-
imum value for is guaranteed to be the global max-
imum if approximates a polynomial function of
maximum order two. By applying curve fitting techniques to
the experimentally-derived points of incurred by
all the GOPs of the tested video material, this assumption was
verified empirically.

IV. PERFORMANCE EVALUATION

A. Accuracy of the Distortion Estimation

In order to evaluate the accuracy of the proposed distortion-
estimation algorithm, a number of typical test sequences were
encoded with the utilized MCTF-based video coder [30]. The
codec uses advanced multihypothesis prediction and a normal-
ization process for the update step [30], thereby producing dif-
ferent pixel weighting factors for the temporal filtering of each
GOP. In our experiments, we used the 5/3 temporal filter with
a maximum of two hypotheses and variable-block size predic-
tion with block sizes ranging from 64 64 down to 4 4
pixels. The temporal decomposition was applied for a total of
four levels, and the search range for the motion estimation was
set to 16 pixels for all temporal levels, with the full-search (ex-
haustive) algorithm. This configuration encapsulates one of the
most generic instantiations of MCTF-based coding. Concerning
the spatial transform and entropy coding, the 9/7 filter-pair was
used for each and frames; embedded quantization and en-
tropy coding of the wavelet representation of each frame was
subsequently applied as described in our previous work [30].
During the encoding, rate-distortion estimates are collected for
each frame at the end of each fractional-bitplane pass [27]. The
utilized codec allows for bitstream extraction at a number of
bitrates; for each case, the packetization process separates the
bitstream of each frame into video packets and associates them
with their corresponding rate increment and distortion decre-
ment based on the accumulated rate-distortion information, as
explained in Section III-B.

Fig. 7 demonstrates four typical examples of the match
between the model-based distortion estimation and the actual
PSNR results generated by decoding each sequence. As men-
tioned before, the model estimation is based on the weighting
of the distortion estimates for the distortion-reduction incurred
by processing each packet. In practice, we found that the
model-estimated distortion tends to overestimate the actual
decoding PSNR. For this reason, the model-estimated results of
Fig. 7 were (uniformly) linearly scaled to the maximum PSNR
measurement of each sequence. It is important to notice that
the scaling performed for each sequence does not affect the
proposed packet scheduling algorithms of the previous section,
as this corresponds to a linear scaling of the distortion-reduction
estimates used in (16) and (20), and hence does not affect the
relative distortion-comparison operations performed during the
iterations of (21).

As shown in the figure, after this scaling, the model-based
distortion estimation predicts the transient behavior of the de-
coded-frames distortion relatively well. This is quantified by the
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Fig. 7. Examples of PSNR estimation with the proposed model. The first 60 frames of four typical CIF sequences are demonstrated; all sequences were extracted
at 1024 kbps and the “Experimental” PSNR was measured from each decoded sequence. All the “Model” estimated points for each sequence were uniformly scaled
to the maximum PSNR measurement.

TABLE IV
MEAN ABSOLUTE ERROR BETWEEN THE UNIFORMLY-SCALED MODEL-BASED DISTORTION ESTIMATE AND THE REAL

DISTORTION, AS MEASURED FOR TWO REPRESENTATIVE BITRATES IN FOUR CIF TEST SEQUENCES

first and second sample moments of the absolute error between
the experimental and theoretical results, presented in Table IV.

B. Simulating Realistic Network Dynamics

We built a java-based simulator to emulate intra-domain
routing dynamics in the presence of link failures and to im-
plement the algorithm used to compute SD time (Table II).
The inputs to the simulator are complete network topology
specifications, BGP prefix distribution, and traffic load along
different links in the network. We categorize the network nodes

as large, medium and small, depending on the traffic amount
they generate.

We consider 20% of the nodes as large nodes, 30% as medium
nodes and the rest as small nodes. The traffic matrix for all the
networks is generated using this model. This network model is
based on PoP (Point of Presence) level network topologies of
various tier-1 ISPs. We distribute BGP prefixes proportional to
the traffic between nodes, i.e., large traffic flow from a source
node to destination node implies that the source node reaches a
large number of prefixes in the Internet through the destination
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Fig. 8. Considered network topology.

TABLE V
THE THREE DIFFERENT PATHS THAT WERE USED IN OUR SIMULATIONS

AND THE AVERAGE SERVICE DISRUPTION TIME DUE TO A LINK

FAILURE ON EACH PATH

node. Based on these inputs, the simulator runs Dijkstra’s SPF
algorithm to find the shortest path from every node to all other
nodes in the network. It then simulates single link failures and
executes Dijkstra’s SPF algorithm again, to find new paths in
the network. The SD time for various paths are calculated based
on the algorithm of Table II.

We use a scenario where the packet size is 1000 bytes and
each path has a fixed (constant) bandwidth of 256 Kbps. Hence,
in total we can achieve 512 Kbps (CBR) by using both paths.
The duration of the streaming session was set to .
The network topology that was considered is depicted in Fig. 8,
which is a subgraph of an ISP topology. The numbers indi-
cated on each link show the average number of failures of the
link during the duration of the streaming session. The time be-
tween failures of links in the network was considered to follow
a Weibull distribution.

The simulated paths are shown in Table V. The table also
presents the average expected service disruption time due to a
link failure as calculated by the algorithm of Table II. Notice
that paths 1 and 3 do not have any common links, while paths 2
and 3 share link .

C. Performance of Streaming With Optimized Redundancy

In our experiments, we used two standard MPEG test se-
quences provided for streaming simulation purposes in the re-
cent MPEG Call for Evidence Test on scalable video coding
[28], namely “Mad Cyclist” (CIF resolution) and “Big Ships”
(SIF resolution). The test sequences have smaller duration than
the length of the streaming session. As a result, they were re-
peated in order to cover the duration of ms. Moreover, each
streaming simulation was performed a number of times, in order
to incorporate different network behavior in terms of path fail-
ures. The two different schemes proposed in Sections III-D1
and III-D2 were simulated and the results were compared in
terms of mean PSNR values. In addition, for comparison pur-
poses, we used a scheme that inserts fixed redundancy in the bit-
streams of each path by reproducing a certain percentage of the
most significant (in terms of distortion-reduction) texture and

motion-vector packets. The redundancy percentage was set to
15%, since we experimentally verified that this redundancy en-
sures that at least one packet exists on both paths for the -frame
of each GOP. In this way, we avoid the effect of loosing the

-frame information completely, which would lead to very bad
picture quality. In all cases, in the case of lost motion-vector
information for error frame of temporal level , the motion
vector data of error frame of temporal level was used.
If the motion-vector data of that frame was lost as well, the mo-
tion vectors are set to zero. Although more advanced conceal-
ment techniques may be envisaged, the utilized approach per-
formed well for our comparison purposes.

An overview of our obtained results can be seen in Table VI.
The adaptive method utilizing failure notifications from the
proxy server (APS) performs best. The proposed model-based
optimized packet redundancy (OPR), which uses (17) with the
derived SD times and link-failure probabilities (Table V and
Fig. 8, respectively), underperforms APS by approximately
0.6 dB on average (in terms of mean PSNR). However, it also
outperforms the ad-hoc method that uses a fixed-redundancy
percentage (FRP) by approximately 1.0 dB. In order to illus-
trate the impact of distortion-modeling in the proposed adaptive
streaming schemes, “FRP no DM” present the obtained results
when using the FRP method without packet distortion esti-
mates. In this case, we are prioritizing the packets in a heuristic
manner according to their dependencies, the frame type they
belong to, and the frame’s temporal decomposition level using
an ad-hoc weighting scheme for the packet significance. The
results demonstrate that, even if smart heuristics are used for
packet prioritization, the proposed distortion-modeling frame-
work benefits the streaming scheme by approximately 0.7–0.8
dB on average under the same transmission scenario.

We note that, in contrast to the APS scheme which uses
explicit network feedback, both OPR and FRP schemes do
not require any network feedback and rely solely on network
and decoding-distortion modeling. Moreover, the results of
Table VI demonstrate that, concerning the average PSNR after
multiple runs, each method performs almost identically over the
two different pairs of paths. This is explained by the fact that
the percentage of time when a simultaneous failure occurred in
links of both paths tends to be very small in comparison to the
streaming-session interval.

Indicative average PSNR results across intervals of 30 s can
be seen in Fig. 9. The results demonstrate that the proposed
OPR systematically outperforms the ad-hoc scheme that sets a
fixed amount of redundancy. Moreover, for the vast majority
of cases, distortion-modeling benefits the proposed framework
versus heuristic techniques.

A low packet redundancy benefits the proposed approaches
since less sacrifice in coding efficiency is made for the time in-
tervals that are failure free. As a result, on average, the OPR ap-
proach converges to the use of low redundancy. The average re-
dundancy percentage used in the OPR approach was found to be
4% and 3.5% for “Mad Cyclist” and “Big Ships,” respectively.
However, the quality degradation during a path failure can be-
come more severe in this case in comparison to the APS scheme
and the FRP scheme. This is demonstrated in Table VII, where
within the duration of a path failure, the quality provided by the
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TABLE VI
AVERAGE PSNR FOR LUMINANCE AND CHROMINANCE CHANNELS AND MEAN PSNR FOR TWO TEST SEQUENCES AND TWO COMBINATIONS OF PATHS.

THE MEAN PSNR IS DEFINED AS mean PSNR= (1=6)(4PSNR Y + PSNR U + PSNR V); APS REPRESENTS THE ADAPTIVE PACKET SCHEDULING

TECHNIQUES BASED ON ROUTING-LAYER NOTIFICATIONS (SECTION III-D1); OPR REPRESENTS THE OPTIMIZED PACKET REDUNDANCY BASED ON

SECTION III-D2; FRP REPRESENTS THE FIXED REDUNDANCY PERCENTAGE SCHEME,
WHICH IS DEVISED AS A BASELINE FOR COMPARISON PURPOSES; “FRP, NO DM”

REPRESENTS THE FRP SCHEME WITHOUT DISTORTION MODELING

TABLE VII
AVERAGE PSNR VALUES DURING FAILURE FREE PERIODS, AND DURING THE PERIOD WITH THE MAXIMUM-LENGTH PATH FAILURE

Fig. 9. Average PSNR results in intervals of 900 frames (30 s).

OPR method drops more severely than in the other methods in
the “Big Ships” sequence. As a result, it can be said that the
proposed model-based OPR approach presents a feedback-free
mechanism that provides high quality for the failure-free pe-
riods, which is comparable to an adaptive method requiring net-
work feedback; moreover, without specific knowledge of the oc-
currence of a failure, good visual quality can be provided within
the failure duration.

V. CONCLUSIONS

In this paper a new joint source-network framework for video
transmission over the Internet is presented. In terms of network

modifications, we propose to deploy routing proxies to detect
link or node failures directly. Upon failure detection, the proxy
sends explicit notification to the multimedia server to report the
starting time and location of a failure event or the restoration of
a path. We also propose and develop a novel technique to esti-
mate service disruption time after a failure event by taking into
account transient routing dynamics during the convergence pe-
riod of IGP. To take advantage of this accurate network informa-
tion and adapt at a minimum complexity cost for the server, we
deploy a novel adaptive scheme, which can generate redundancy
at the packet level by exploiting the open-loop motion-compen-
sated temporal filtering structure of state-of-the art video coders
with the aid of distortion modeling for the receiver video quality.
The adaptation can be performed based on real-time network
information or based on a realistic model that can estimate the
network behavior by tuning the redundancy factor for an im-
proved video quality depending on the network condition. Our
results indicate gains in performance as opposed to the fixed re-
dundancy schemes that do not consider explicitly the network
information or the expected distortion at the receiver.
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