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Abstract—Scalable video coding offers a flexible representation
for video adaptation in multiple dimensions comprising spatial
detail and temporal resolution, thus providing great benefits for
universal media access (UMA) applications. However, currently
most of the approaches address the multidimensional adaptation
(MDA) problem in an ad hoc manner. One challenging issue af-
fecting the systematic MDA solution is the difficulty in constructing
analytical models in theoretical optimization that capture the
relations between video utility and MDA operations. In this paper,
we propose a general classification-based prediction framework
for selecting the preferred MDA operations based on subjective
quality evaluation. For this purpose, we first apply domain-specific
knowledge or general unsupervised clustering to construct distinct
categories within which the videos share similar preferred MDA
operations. Thereafter, a machine learning based method is applied
where the low level content features extracted from the compressed
video streams are employed to train a framework for the problem
of joint signal–to-noise ratio (SNR)-temporal adaptation selection
based on the motion compensated three-dimensional subband
coding (MC-3DSBC) system. We conduct extensive subjective tests
involving 31 subjects, 128 video clips, and formal subjective quality
metrics. Statistical analysis of the experimental results confirms
the excellent accuracy in using domain knowledge and content
features to predict the MDA operation.

Index Terms—Classification-based video adaptation, motion
compensated three-dimensional subband coding (MC-3DSBC),
multidimensional adaptation (MDA), subjective perceptual
quality.

I. INTRODUCTION

A. Multidimensional Adaptation (MDA)

MULTIDIMENSIONAL adaptation (MDA) provides great
benefits for universal media access (UMA) by offering

flexible scalability in multiple dimensions comprising spatial de-
tail and temporal resolution. Our research has shown that MDA
often results in a considerably improved user experience for mul-
timedia applications [19]. Early efforts in video adaptations are
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Fig. 1. Mismatch between subjective evaluation and MSE based measurement.
(a) 15 f/s, 100 kb/s, PSNR = 25:98 dB, DMOS = 1:5=5. (b) 8 f/s, 100 kb/s,
PSNR = 24:56 dB, DMOS = 2:2=5.

mainly concerned with efficient transcoding of videos generated
by block-based video coding systems employing discrete cosine
transform (DCT) and motion compensation (MC) [1], such as
MPEG-x and H.26x codecs. Popular approaches include requan-
tization of transform coefficients [2], DCT coefficient dropping
[3], frame skipping [4], and spatial resolution reduction [5]. To
address the MDA issue for these codecs, several works used the
rate-distortion (R-D) framework to address the rate control issue
considering quantization and frame skipping in the multidimen-
sional space [8], [9], [14].

In addition, the MDA operation selection problem has ap-
peared in the context of scalable coding such as MPEG-4 FGS
[7] and motion compensated three-dimensional subband coding
(MC-3DSBC) [6]. Most systems applied heuristic-based met-
rics to handle the MDA case or extended the signal-level PSNR
metrics by considering the human vision system (HVS) models.
Recent results in [20] modeled the quality degradation from sev-
eral aspects and combined them into a single evaluation that
was used to guide the MDA selection. Our previous work in
[24] applied ad hoc rules extracted from user subjective experi-
ments to improve the tradeoff between the signal-to-noise ratio
(SNR)-temporal scalability dimensions of the MPEG-4 FGS
coding.

B. Analytical Modeling versus Classification-Based
Approaches

The R-D framework is very useful for finding optimal adap-
tation in the single-dimensional case. However, several prob-
lems arise when the R-D based methods are applied to solve
the MDA case. Firstly and most importantly, a mean squared
error (MSE, or equivalent) based distortion measure is known
to be inadequate for MDA that involves spatial and temporal
scaling. Fig. 1 provides a visual illustration on this problem,
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where the Foreman sequence was coded at 100 kb/s with dif-
ferent frame rate. The PSNR value averaged over the sequence
gives a misleading measurement, in contrast with the degrada-
tion mean opinion score (DMOS) obtained by subjective per-
ceptual quality evaluation. Second, even if the distortion metrics
are defined, it is difficult to come up with an efficient formula-
tion that includes various parameters involved in MDA, and de-
scribes the relations between resources and video quality. The
formulation can be easily done in conventional one-dimensional
adaptation (e.g., quantization), but becomes less straightforward
for the MDA case. Several works, including those mentioned
above, proposed models to handle the MDA scenarios. Never-
theless, due to the lack of adequate objective metrics that cap-
ture the impact on video quality under different adaptation, sys-
tematic solutions are still missing. Because of the aforemen-
tioned challenges, the R-D optimization approaches are limited
in solving the MDA selection problems.

Besides the analytical modeling, another type of methods
for selecting the MDA operation is the classification-based
approach. In [21], we developed a content-based classification
system to accelerate the generation of the utility function that
characterizes the relation between the approximated subjective
quality and the bit rate. In [10], a classification paradigm was
proposed to choose from different coding options of FGS
according to cost functions defined based on some objective
model of the perceptual quality. Our previous work [15] pro-
posed a classification framework for selecting the optimal
MPEG-4 transcoding operation based on the SNR quality
metric. In [23], we have also shown preliminary results in
using classification-based methods to predict MDA opera-
tion matching subjective preferences. Instead of analytical
derivation of the optimal adaptation that achieves the highest
utility, these methods are based on the principle that videos can
be mapped into distinct categories, each of which comprises
videos sharing consistent adaptation behaviors. The adaptation
behaviors characterize the utility, required resources, and their
relations with various types of adaptations. Given a new video,
compressed-domain features are used to classify the video into
a previously learned class, from which the adaptation operation
is predicted. These features include domain-specific knowl-
edge such as minimum achievable bandwidth for particular
codecs and MDA operations, and the low level content fea-
tures describing video characteristic such as motion intensity
and texture complexity. Note such a prediction paradigm is
fundamentally different from the conventional optimization
approach based on analytical derivation, such as Lagrangian
optimization. The predicted operation may match or differ from
the actual optimal operation. The performance is measured
according to the percentage of times when predictions match
the ground truths.

The advantages of classification-based approach are multi-
fold. First, it is not necessary to rely on an analytical model
or empirical relational curves like those used in the R-D opti-
mization framework to relate the impact on subjective quality
of the various MDA alternatives. Alternatively, only the statis-
tical analysis of the correlations between video features and ef-
fects of adaptation in terms of resources and quality is necessary.
Second, the above statistical analysis can be performed either

offline or online through classification-based prediction, which
can be done efficiently by lightweight feature extraction and
classification. Last, videos in the same application (e.g., video-
conferencing) are likely to share consistent properties and thus
make accurate classification and prediction possible.

C. Contributions of the Paper

In this paper, we apply the classification-based MDA pre-
diction methodology to a state-of-the-art scalable video coding
technique, i.e., MC-3DSBC. We investigate the problem of pre-
dicting the 2-D adaptation operation combining the SNR-tem-
poral scalability. In contrast with the objective SNR metrics
used in our prior work in [15], we explicitly adopt evaluation
metrics for subjective video quality. We conduct extensive sub-
jective experiment using a large video pool (128 video clips)
and a modest group of (31) subjects. Formal statistical analysis
is conducted to assess the statistical significance of the experi-
ment. Based on the experiment data, we discover distinctive pat-
terns of subjective preferences of different SNR-temporal reso-
lutions when adapting video under different resource (bit rate)
constraints. We also find such distinctive patterns actually de-
pend on the video content category—validating the assumption
that video content is correlated with the video adaptation be-
haviors and thus can be used to predict the MDA operations in
a classification scheme. The experimental results confirm the
excellent accuracy in using compressed-domain features to pre-
dict the MDA operation matching subjective quality evaluation.
In addition, we investigate the feature selection issue to identify
the optimal set of content features with good balance between
computational complexity and classification accuracy.

The rest of this paper is organized as follows. Section II de-
scribes the general classification-based MDA operation predic-
tion framework. In Section III, we describe the application of
such a framework to scalable video coded in MC-3DSBC. The
subjective experiment setup and result analysis are described
with details in Section IV. The classification-based prediction
results are presented in Section V. Conclusions and future work
are given in Section VI.

II. CONTENT-BASED MDA PREDICTION FRAMEWORK

In this section, we first formulate the MDA selection as a
problem of resource-constrained utility maximization. Then, we
present conceptual system architecture of predicting MDA ac-
cording to classification-based classification.

Consider is an MDA opera-
tion defined in the space , where each element stands for a
constituent adaptation operation and is the dimension of the
adaptation space. In general the MDA selection problem can be
formulated as

where is the utility of the adapted video after operation
is applied. As defined in [19], the utility represents the quality
or user experience of the adapted video, such as peak SNR
(PSNR), perceptual quality, or even high-level comprehensi-
bility. is the new resource requirement of the adapted
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Fig. 2. (a) MDA space showing the relation between utility (U) and resource
(R) when the adaptation (A) space involves two dimensions—a has discrete
values and a has continuous values. (b) Conventional R-D curves consider the
distortion as utility and often involve only one dimension of adaptation (e.g.,
quantization).

Fig. 3. General system showing the relation between the adaptation metadata
generator and the actual adaptation engine.

video, and is the resource constraint implied by the user
environment. Resources may include bandwidth, display res-
olution, power supply, or even the user’s available time. One
example is illustrated in Fig. 2(a), where the adaptation space
consists of two dimensions— and . has discrete values
and has continuous values. Under the resource constraint ,
several MDA operations are available: , , . If analytical
functions for the adaptation-resource-utility (A-R-U) exist, it
is easy to choose the right MDA that maximizes the utility. As
discussed above, however, usually such curves are very difficult
to obtain. To solve this problem, the basic idea of our system is
to “predict” such R-U relationship among different adaptation
operations through statistical pattern recognition methods. This
approach is based on the observation that videos with similar
content characteristic share similar MDA A-R-U behaviors.
Similar concepts using content-based analysis to improve rate
allocation can be found in the video coding literature. For
example, works in [8] use the estimation of the image frame
complexity to determine the appropriate quantization step size.
Nevertheless, existing works are mostly based on the R-D
framework, in which an analytical model of the distortion
(or utility) is needed. As a comparison, a simple R-D curve
is shown in Fig. 2(b), which involves only one dimension of
adaptation (e.g., quantization).

Fig. 3 shows general system architecture for video adapta-
tion. The adaptation engine reshapes the input stream according
to the resource constraints and adaptation metadata. Such meta-
data characterizes the relationship between feasible adaptation
operations meeting the constraints and the utilities associated
with each adaptation. It may also characterize how A-R-U rela-
tions vary for different types of video content. A simple repre-
sentation of such metadata is a lookup table that describes all the

Fig. 4. Classification-based MDA prediction framework.

points of interest in Fig. 2(a). In our contributions to MPEG-21
DIA, a tool called AdaptationQoS is defined specifically for
such metadata [11].

Note that in Fig. 3 several methods are shown for gener-
ating the adaptation metadata according to different scenarios.
For an online application (e.g., broadcasting of live events),
classification-based prediction offers a light solution suitable
for real-time implementation. An alternative is to compute the
utility, resource, and their relations with various adaptations for
each video online, which is infeasible as subjective evaluation
is needed. Another alternative is to generate the adaptation be-
havior metadata based on some analytical models, such as those
used for modeling the R-D curves. However, as discussed ear-
lier, adequate metrics matching the subjective perception quality
for the various MDA are still missing. For offline applications
(e.g., delivery of archived videos), both classification-based pre-
diction and nonclassification-based methods are possible, al-
though classification-based prediction methods still offer great
benefits in terms of implementation efficiency.

The detailed mechanism of the proposed classification-based
prediction framework is shown in Fig. 4. It can be roughly
categorized to an offline training route and an online processing
route. The former includes the modules for the class definition
and classifier learning, and the latter mainly involves classifica-
tion and prediction. For the class definition part, firstly a pool
of video clips is used as the training data. For each video clip,
the compressed-domain features (including domain-specific
knowledge, if available, and low level content features) are
extracted, so are its adaptation metadata describing the rela-
tions between MDA operations and associated utility/resource.
Then, the videos are grouped into distinct categories based
on domain-specific rules or domain-independent unsupervised
clustering. Videos in the same class are represented by a unique
class label and associated with distinctive adaptation behavior
metadata. More details about video categorizing will be given
in Section IV. Given the class definition and labeled training
data, machine learning techniques are used to learn statistical
classifiers for mapping video features to corresponding classes.
The learning procedure can be as simple as applying domain
knowledge directly, or through standard pattern recognition
methods such as support vector machine (SVM). Such classi-
fiers are then used in the online processing routine to classify
the incoming video according to its content features, and predict
the corresponding adaptation metadata for the specific video,
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which will be sent to the adaptation engine for selecting the
MDA operation.

The effectiveness of the above classification-based predic-
tion approach greatly depends on whether consistent, distinc-
tive video classes can be defined, and whether accurate classi-
fiers can be realized. To achieve these goals, it is important to
investigate what video features among a vast myriad of possible
choices contribute most to the class definition and classification.
We will specify the feature investigation issue including some
techniques using mutual information analysis in Sections IV
and V.

It is worth noting that the proposed framework is general,
flexible, and not tied to any specific video codecs, adaptation
techniques, or statistical learning methods. Specifically, the de-
sign and implementation of the function components used in
classification-based prediction are flexible and extensible. In ad-
dition, from Fig. 4 it is clear that the online processing route in-
volves only feature extraction and classification, both of which
can be implemented efficiently. For compressed input video,
some features (like coding parameters and bit rates) are readily
available in the headers of the encoded bit streams, while others
(like motion intensity and frame complexity) can be efficiently
extracted from the compressed domain without full decoding.
The offline training process may require some intensive com-
putation, but it is outside the online prediction route and needs
to be performed once only.

III. MDA ILLUSTRATION FOR MC-3DSBC CODECS

MC-3DSBC codecs [6] perform wavelet filtering along the
temporal axis. This process is known as motion-compensated
temporal filtering (MCTF). Specifically, MC-3DSBC provides
three primary freedoms to support MDA: SNR scalability,
spatial scalability, and Temporal scalability. In this paper,
we illustrate the proposed MDA mechanism to enable only
SNR-temporal adaptation. This is due to the inability of the
existing state-of-the-art MC-3DSBC coding schemes such as
motion compensated embedded zero block coding (MC-EZBC)
[12] to provide an efficient implementation of spatial scala-
bility. The SNR and temporal adaptations can be denoted as

. Usually there are a set of satisfying
a given target bit rate , while yielding different perceptual
quality. Specifically, given a target adaptation bit rate, our
system allows two dimensions of adaptation to meet the bit
rate—truncation of the bit planes of the spatial subbands or
change of the temporal resolution. The choices of the adapta-
tion in the temporal dimension are discrete, and the choices
of the bit plane truncation are more fine-grained. This case is
exactly an instance of the M-D scenario depicted in Fig. 2(a).
Given the bit rate constraint, candidate points satisfying the
constraint are reduced to a subset in the 2-D SNR-temporal
adaptation space. The subset of points can be conveniently
indexed by discrete labels in one of the adaptation dimensions.
For example, in the subsequent parts of the paper, we will
index each SNR-temporal adaptation point by referring to its
corresponding frame rate (i.e., full, half, quarter frame rate). To
choose the best combination of SNR-temporal point from the
subset, we adopt the subjective evaluation as the utility metric.

Note such formulation is fundamentally different from one
that uses one-dimensional adaptation only. One-dimensional
adaptation refers to the case when one type of adaptation
is available to meet the reduced resources. For example, in
the case of rate-constrained quantization, the only dimension
available for meeting a reduced target bit rate is to change the
amplitude fidelity through quantization or bit plane truncation.

By using our classification-based MDA operation prediction
framework, the selection of SNR-temporal adaptation opera-
tion can be transformed into a pattern classification problem.
First, videos are clustered into specific categories according to
their SNR-temporal adaptation behaviors. Such behaviors char-
acterize the subjective quality and user preferences of adaptation
operation under different bit rate constraints. Each category is
then assigned some descriptors indicating the preferred adapta-
tion operation under each bit rate. For any incoming video clip,
its compressed-domain features are used by a trained decision
function to determine its class label. Afterwards, the preferred
SNR-temporal operation for a given bit rate is predicted from
the descriptors of the specific category. Hence, two issues need
to be addressed. First, in order to train the decision function,
an observation video pool with perceptual quality evaluation for
different levels of SNR-temporal resolution is required. Second,
the selection process of the video features needs to be consid-
ered based on their prediction performance. In the next section,
we will specify the subjective experiment that handles the first
issue, and the results of the feature selection and prediction will
be detailed in Section V.

IV. SUBJECTIVE QUALITY EVALUATION OF SPATIOTEMPORAL

ADAPTED VIDEOS

As discussed in Section I, conventional quality measures
such as MSE or SNR are not adequate for evaluating the
video quality in comparing different MDA operations that
incur videos at different spatiotemporal rates. To estimate the
overall perceptual quality, subjective evaluation is needed. Lots
of work in the literature [13] collected subjective evaluation
results for source coding process, instead of adaptation of
existing coded videos. Therefore, we launch an extensive sub-
jective experiment aiming at an indepth understanding of the
interdependence of adaptation operation and user, bandwidth,
and video content characteristics.

A video pool comprising 128 clips were constructed in our
experiment, including standard sequences (such as Foreman),
test sequences used by Video Quality Experts Group (VQEG)
[13], and some movies clips. All clips were about 10 s, with CIF
resolution and frame rate of 30 f/s. They covered a wide range
of content characteristic and thus were suitable for our goal in
studying the effect of content on adaptation behavior. Also, to
ensure that each clip has consistent content features, we made
certain that no shot boundary existed within each clip. Although
the video content may still vary within a clip, most content fea-
tures were consistent in such short clips. All of the clips were
coded using the MC-EZBC codec [12] with the group of pic-
tures (GOP) size of 16 frames. The adaptation bit rates used in
the experiment were kb/s,
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covering a wide range of bandwidth frequently seen in practical
applications, with an emphasis on the low bandwidth end. Each
clip was adapted into versions of all different bandwidths when-
ever the bit rate was achievable by the codec.

A. Subjective Experiment

The subjective experiment was carried out in a quiet, sepa-
rated conference room. The video clips were displayed in a 19-in
Dell P991 Trinitron monitor at a resolution of 1280 960. The
viewing distance was fixed at five times of the picture width. To-
tally 31 subjects participated in the experiment. They were un-
dergraduate and gradate students at Columbia University from
different departments. Due to the volume of the evaluation, the
video pool was divided into eight groups, each with 16 distinct
clips. Each video group was assessed by five subjects. Some
subjects enrolled in more than one group.

We adopted the double stimulus impairment scale (DSIS)
experiment recommended by the ITU-R standard [16] with
minor revision. Four display windows were aligned in two
rows and two columns. The left-top window displayed the
unadapted reference sequence. The other three windows dis-
played the adapted clips. According to the MC-EZBC architec-
ture, these three clips were adapted into the same bandwidth
with full frame rate (30 f/s, without temporal adaptation),
half frame rate (15 f/s) and quarter frame rate (7.5 f/s), re-
spectively. Their display windows were randomized to avoid
opinion bias. During the experiment, the reference clip was
firstly played. When it was finished, the user could choose to
see the adapted clips one by one and give a degradation mean
opinion score (DMOS) ranging from 1 to 5, corresponding to
the worst quality to the best quality based on the perceived
impairment when comparing the adapted video with the ref-
erence sequence. For each clip, all of the adapted versions at
different bandwidths were evaluated resulting in a score for
each (clip, bandwidth) combination. The temporal order of
evaluating different (clip, bandwidth) pairs was randomized to
avoid any potential bias.

B. User Behavior Consistency

In addition to the 128 test clips, we included three baseline
clips that were seen by all 31 subjects. We used these three clips
to assess the consistency of preferences among users. The three
common clips were of diverse content characteristics. Each clip
was tested at six different bandwidths. For each video-band-
width pair, each user assigned subjective scores of different tem-
poral rates—resulting in an 18-D score vector for each user over
the baseline video set. The correlation matrix of the score vector
for all users was calculated. The analysis of such correlation
data revealed that most of users behaved similarly with high or
medium correlation, with a small number (about five users) be-
having in a relatively dissimilar way. In other words, this in-
dicates that there is a high degree of agreement in adaptation
operation preferences among a great majority of users. In the
subsequent analysis, we included all the scores from all 31 sub-
jects over the 128 test clips, without attempting to filter out the
five relatively dissimilar users.

C. Statistical Data Analysis

For each clip-bandwidth pair, the experiment produced three
different adapted versions (full frame rate, half frame rate, and
quarter frame rate), each of which received DMOS scores from
five different subjects. The next step was to apply statistical
analysis to assess the ranking among different adaptations and
the statistical significance of such rankings.

First, the mean scores for three adaptation methods were
ranked for the given (clip-bandwidth) pair, resulting in a de-
scending ranked list of adaptations , , , where is the
adaptation that has the th rank subjective score. Then, we
used a paired -test technique to calculate the confidence score

for the claim that adaptation is preferred to . Given
a confidence threshold , the following rule was employed
to resolve any inconsistence among the pair-wise preference
relations among all three adaptations

if and or

is the optimal operation

else if and

tie and are optimal operations

else all other cases

three of the operations tie;

The threshold plays an important role in determining the
significance of claims about adaptation preferences. The higher
threshold value we set, the more confident we can be in claiming
about preferences of specific adaptations. However, since the
experiment data is not unlimited, a higher confidence threshold
also results in more cases of ambiguity, namely, “tie” as defined
in the above procedure. Therefore, we need to find a balance be-
tween a high confidence and a low number of ties. Our experi-
ment results indicated that is a good tradeoff, leading
to a moderate amount of ties (around 25%). Although the selec-
tion is ad hoc and the data size (five subjects per clip-bandwidth
pair) may appear to be limited, we will confirm the effective-
ness of such experimental approaches through a satisfactory ac-
curacy in adaptation prediction later.

D. Prediction of Adaptation Operation

We generated the histogram of subjective preference for
different frame rates at different bandwidths by counting the
number of subjects preferring each different adaptation op-
eration at specific bandwidths. In the case of tie, the counts
were split equally to tied adaptations. Some examples of such
histograms are shown in Fig. 5.

From the histogram, it was observed from high, medium to
low bandwidth, the preferred adaptation operation shifts from
full frame rate, half frame rate to quarter frame rate gradually.
Such a trend is intuitive and re-confirms earlier findings.

The statistics shown in the histograms also reveals a very
important piece of information—there exist distinct switching
bandwidths , at which the preferred frame rate changes.
This is very useful for practical applications—it provides a
coarse prediction of the adaptation operation (with different
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Fig. 5. Histogram of preferred frame rate for videos with different content complexity.

frame rates in this case) at any given bandwidth. Such infor-
mation can be used as the adaptation metadata defined in the
system architecture in Section II earlier.

E. Video Clustering

Video clustering, the process of mapping videos into distinct
classes, is a fundamental issue for our framework. And there
are two basic approaches: manual construction based on do-
main-specific knowledge, and full automatic discover by unsu-
pervised clustering. The first approach utilizes prior knowledge
(if available) about the domain to help define the classes. For ex-
ample, for the MC-EZBC codec, we observe that the Minimal
Achievable Bandwidth of each video stream is a good in-
dicator of the video content complexity and thus can be used as
good criteria for defining video categories. is defined as
the minimal bandwidth achievable by any possible adaptation.
It corresponds naturally to the intrinsic spatio complexity and
motion activity of the clip. In our experiment, had three
distinct values: 50, 100, and 200 kb/s. Therefore, the clips in the
video pool were labeled using three corresponding categories
with low, medium and high content complexity, respectively.
Each category of videos has its unique patterns of adaptation
preference, as illustrated by the preference histograms in Fig. 5.

We can see a clear trend that when the video content com-
plexity increases, the switching bandwidths also shift to the
higher end. This is quite intuitive: more complex videos need
more bits for spatial details before a higher frame rate is needed.
The above finding is significant, laying the foundation for pre-
dicting the MDA operation based on the content features.

is a good domain-specific knowledge that can be used
to categorize the videos, and it can be easily obtained from
parsing the MC-EZBC bitstream. However, such knowledge de-
pends on the coding mechanisms and is not always reliable for
generic codec such as MPEG-4 and MC scalable system. Our
previous work in [15] reported some results where such simple
rule is not applicable. In this situation our prediction framework
utilizes automatic unsupervised clustering to discover video cat-
egories without any user supervision. To evaluate the usability
of such method, herein we also apply an entropy-based unsu-
pervised clustering method, called COOLCAT [22], to discover
the video clusters. The cluster number was set to 6 empirically
based on the cross-validation criterion. The clustering process

was carried out in a feature space, in which the adaptation be-
havior of each video is represented by a set of features including
the preferred frame rates at different bandwidths. Due to the
space limit, readers are referred to our prior work in video cat-
egory discovery [15] and the statistical clustering tool [22] for
the detailed processes used in unsupervised clustering. The per-
formance of such unsupervised clustering techniques, however,
are compared against other alternatives in Section V.

V. CLASSIFICATION-BASED PREDICTION OF MDA OPERATION

Using the subjective quality evaluation data obtained through
the extensive experiments, we next apply pattern classification
techniques to develop classifiers and predict preferred MDA op-
eration in a real time scenario as introduced in Section II. The
classification problem is formulated as the following. Given the
features extracted from each input video, classify the video to
one of the classes defined in the previous subsections. Following
the discussion in Section IV-E, although classes defined upon

can be directly achieved, such direct class information
may not always be available during real time processing. There-
fore, we also demonstrate the feasibility of using content feature
to achieve the classification.

A. Content Feature Selection

In the same way that subjective video quality is influenced by
the HVS, the criterion of content feature selection should be as-
sociated with the characteristic of HVS. Though still not fully
understood, HVS can be roughly categorized into the spatial
mechanism and temporal mechanism1 [18], where the former
accounts for HSV sensitivity to the characteristics of spatial
variations, especially different spatial frequency signals, and the
latter models the masking and response to temporal phenomena,
especially different temporal frequency signals. Therefore, our
feature set consists of attributes related to the spatial and tem-
poral characteristics. Furthermore, since the video adaptation
scenario considers only pre-encoded video as input, we focused
on the features that can be readily extracted from the MC-EZBC
encoded format.

1In the temporal dimension, the HVS also involves the component of motion
tracking. But it is difficult to extract content feature approximating this compo-
nent.
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Given input videos coded in the MC-EZBC format, our raw
content feature candidates consisted of about 1200 variables,
including the block size, block type, motion magnitude, motion
phase, residual energies, etc., each computed from multiple
frames within the clip due to the spatial-temporal interleaving
used in MC-EZBC. It is not surprising to confirm through
simulations that adoption of the whole feature set without
selection indeed results in poor prediction accuracy because
adding noisy irrelevant features usually hurts the classification
performance.

Based on HVS mechanisms discussed above, we include the
features related to the spatial texture complexity and the tem-
poral motion intensity. These two attributes reflect the spatial
and temporal frequency details, which shape the contrast sensi-
tivity functions (CSF) of HVS. For MC-EZBC, the most impor-
tant set of features are related to three components: 1) the vari-
able block size distribution. MC-EZBC employs hierarchical
variable block size matching during the motion estimation, and
therefore the variable block size is well associated with spa-
tiotemporal details; 2) motion magnitude, indicating the motion
intensity between two temporal frames; and 3) residual ener-
gies, indicating the squared coefficient magnitude after the mo-
tion-compensated spatiotemporal decomposition.

Therefore, the following two steps were applied during fea-
ture selection. First, only the features belonging to the three cat-
egories above were kept and the remaining excluded. Further-
more, the kept content features were merged by summing up the
ones within the same category and the same spatiotemporal sub-
bands. After this step, 86 combined features were kept. Specif-
ically, these features were: 1) 20 variables describing the block
size histogram; 2) 36 variables describing the motion magnitude
histogram; and 3) 30 variables describing the residual energies
located in different spatial subbands.

In order to further simplify the classification process, we ap-
plied mutual information feature selection (MIFS) [17] method
to select a subset of features from the above 86 features. Specif-
ically, if we want to select features from the original feature
space , the following MIFS procedure was conducted to se-
lect one feature in each iteration

where is the video class labels, and are the remaining
feature set and selected feature set at iteration , respectively,
(note ), is the mutual information (MI) between
two random variables, and is a weight to regulate the rela-
tive importance of the MI between the candidate feature and the
selected features with respect to the MI between the candidate
feature and the output class. The higher is, the more the algo-
rithm penalizes the use of correlated features. If is set to 0, the
algorithm selects individual features that have maximal mutual
information with the class labels, without considering the redun-
dancy among the features. Essentially, the above process selects
the feature that adds most new information about the class given
the features that have been chosen already.

Fig. 6. Classification performance.

B. Classification—Category Prediction

We analyze the effectiveness of video classification perfor-
mance and preferred adaptation operation prediction in this sec-
tion. We apply supervised machine learning techniques to de-
velop classifiers. The training data consist of samples of video
clips, each represented by the features extracted from the clip.
The learned classifier takes the extracted features for each new
video as input, and then predicts the class that the input video
most likely belongs to. Once the class is predicted, adaptation
preference information of each class (as shown in Fig. 5) is used
to predict the adaptation operation under different bandwidth
conditions.

In our experiment, each observation was extracted from a
subclip with one-GOP length, resulting in a total of 2275 ob-
servations. Each subclip carried the same category label as that
of the source video clip. The results below were based on the
average over ten runs. In each run, a cross-validation scheme
was employed, where 80% of the observations were randomly
chosen as the training pool and the remaining the testing pool.
We adopted the support vector machine (SVM) as our classifica-
tion technique. We set the SVM parameters radial basis function
(RBF) kernel and nonseparable penalty .

Fig. 6 shows the performance of the classification based on
the video categories defined using (the partition based
on the unsupervised clustering gave similar results). The MIFS
with different values are compared with the results using
the full set (i.e., all the 86 features) and a subset randomly
chosen from the 86 features. Several interesting observations
are found. First, the full set of 86 features yields satisfactory
accuracy (above 90%). As a comparison (results not listed
here), using the set of about 1200 raw features resulted in
accuracy below 70%. Second, it is clear to see the impact of

on the performance. When the number of selected features
is small, MIFS works better than random and the results using
nonzero values are slightly better than that with .
When more features are selected, the superiority of MIFS over
random degrades. Moreover, except for , random feature
selection beats MIFS after certain point (e.g., for after
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Fig. 7. Performance comparison among different feature sets.

about ten features). This is because penalizes the case when
selected features have high correlations. It remains to be an
interesting research issue how to automatically select a suitable

value. Last, by selecting up to 20 features through MIFS, the
performances reach a saturation platform 88 . A reduced
set of features will improve the efficiency of the algorithms.

Fig. 7 further summarizes the classification performance
using different sets of features. Six results are compared: the
full set of 86 features, 20 features selected by MIFS with

, 20 random features (randomly selected in each run
from the whole set of 86 features), 20 block size features,
36 motion magnitude features, and 30 residual energy features.
This comparison helps us better understand the behavior of
different content characteristic. Each component has its own
contribution—among the reduced feature sets, the 20 features
by MIFS work best, including 10 for the block size, 2 for
motion magnitude, and 8 for residual energies. Block size and
residual energy reflect both motion and texture information and
therefore outperform the motion magnitude features.

C. Classification—Adaptation Operation Prediction

The category classification is not our ultimate goal. Our
aim is to use the prediction result to guide selection of the
MDA operation. Within each category, we can obtain the
category-specific preference histogram (see Fig. 5). Given the
histogram, a straightforward prediction method is to choose
the operation that is ranked best most frequently based on the
preference scores given by human subjects. We measure the
operation prediction accuracy (OPA) in the following way:

Number of correct prediction
Total Number of observations

A prediction is considered correct when the predicted
operation matches the actual preferred operation or one of
the preferred operations in a tie. Fig. 8 is the result of OPA
over different bandwidths. As a comparison, four different
approaches are analyzed: MAB Clustering/Classification used

in both clustering and classification routine (i.e., a pure
domain knowledge based approach); MAB Clustering/Con-
tent-based Classification used categories defined through
and applied content features for classification; Unsupervised

Fig. 8. Operation prediction accuracy.

Clustering/Content-based Classification used unsupervised
clustering for class definition and content-based classifica-
tion; and No Classification predicted the operations using the
preference histogram over the entire video pool. A notable
improvement gain (up to 30%) can be observed by applying
classification-based prediction, especially at the low bandwidth
end where practical UMA applications focus most. Among
different classification approaches, MAB Clustering/Classifica-
tion outperform other methods. This is reasonable as the MAB
categories are defined based on domain-specific knowledge
and each new video clip can be classified using the value
without errors. In comparison, two content-based classification
methods perform almost as well as the MAB classification
method at the high-bandwidth region (200 kb/s and above), but
not at the low-bandwidth region (50 and 100 kb/s). Between the
two content-based methods, the performances are quite close at
different bandwidths, except 100 kb/s where the approach using
domain-specific knowledge is better. It is also clear that for dif-
ferent bandwidths, the prediction performance varies, reaching
the lowest in the medium bandwidth range (200–600 kb/s).
This phenomenon comes from the fact that at mid bandwidths
human subjects do not show consistent preferences to specific
dimensions among different spatiotemporal scales, resulting
in a large variance in the subjective scores. Fig. 9 shows the
entropy estimation of the preferred operation rankings over
different bandwidths. Such estimates in some degree can be
considered as the measurement of the prediction difficulty.
Actually, the performance of our proposed method matches
the entropy measure very well, while the approach without
classification cannot. To some extent, this also validates the
approach of the content-based prediction.

D. Computational Complexity Analysis

Computational complexity of the proposed system is very
important for a real time application scenario. Because the
MC-EZBC codec we used was not a real-time implementation,
we were not able to provide the real time benchmark data.
However, all of the computation processes in our system can be
easily verified to be lightweight. As shown in Fig. 4 the main
costs in our system include feature extraction and classification.
The classification process is very efficient. For example, SVM
classification only needs to calculate the kernel function and dot
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Fig. 9. Entropy of the distributions of preferred operation.

product between the content features and a sparse set of support
vectors. For feature extraction, can be easily retrieved by
parsing the encoded bit stream. In the methods using low-level
content features, partial bit stream decoding is needed to obtain
motion vectors, block size and wavelet coefficients, plus some
minor extra calculation such as histogram counting (for motion
magnitude and block size) and subband energy calculation
(for residual energy). The combination of all these compu-
tations is still much lighter than the complexity of a regular
decoder (because a much more complex process, MC, is not
needed). Considering video decoders can be implemented on
most platforms with a real-time performance, it is reasonable
to claim that our system can be implemented in a real-time
fashion. In some special cases, the content features can even
be computed at the encoder and transmitted to the adaptation
decision module as side information, thus at no additional cost.

VI. CONCLUSION

In this paper, we address the issue of MDA operation selec-
tion matching subjective quality evaluation by generalizing a
classification-based prediction framework. In this framework,
instead of using analytical modeling or exhaustive computation
to characterize the relations among adaptation, quality, and re-
source, a machine learning based method is applied where the
compressed-domain features extracted from the video streams
are used to automatically predict the MDA operation through a
statistical classifier. Contrary to most of prior works, we con-
ducted large-scale subjective studies to evaluate the perceptual
quality of videos adapted at different spatiotemporal scales. Rig-
orous methods were applied to assess the statistical significance
of the experimental data, select the optimal subset of features,
and understand the contributions of individual components of
features. To explore the merits of the latest multidimensional
scalable video coding techniques, we tested the usability of the
framework to an MC-3DSBC system.

The experiment results indicate that our proposed method can
effectively reveal the relationship between the content charac-
teristic and the MDA behavior, and therefore accurately predict
the adaptation operation with accuracy from 77% to 95% over
different bandwidth. To the best of our knowledge, this is the
first work investigating the relations between the preferred spa-
tiotemporal adaptation operation and the content characteristics,
using the subjective quality evaluation metric.
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