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Abstract—Network interdiction refers to disrupting a network
in an attempt to either analyze the network’s vulnerabilities or
to undermine a network’s communication capabilities. A vast
majority of the works that have studied network interdiction
assume a priori knowledge of the network topology. However,
such knowledge may not be available in real-time settings. For
instance, in practical electronic warfare-type settings, an attacker
that intends to disrupt communication in the network may not
know the topology a priori. Hence, it is necessary to develop
online learning strategies that enable the attacker to interdict
communication in the underlying network in real-time. In this
paper, we develop several learning techniques that enable the
attacker to learn the best network interdiction strategies (in terms
of the best nodes to attack to maximally disrupt communication
in the network) and also discuss the potential limitations that
the attacker faces in such blind scenarios. We consider settings
where a) only one node can be attacked and b) where multiple
nodes can be attacked in the network. In addition to the single-
attacker setting, we also discuss learning strategies when multiple
attackers attack the network and discuss the limitations they
face in real-time settings. Several different network topologies
are considered in this study using which we show that under the
blind settings considered in this paper, except for some simple
network topologies, the attacker cannot optimally (measured in
terms of the number of flows stopped) attack the network.

Keywords—Networks, graph, interdiction, attack, betweenness,
centrality, blind, learning, bandits.

I. INTRODUCTION

Network-centric architectures are increasingly gaining
prominence, be it social networks or wireless networks, as
they allow for decentralized operation among various nodes
without the need for a central entity to control their communi-
cation. With the widespread deployment of such architectures,
the security aspects of the underlying networks is now a
major concern. Security-related studies not only enable us
to understand the vulnerabilities of the underlying network
architecture, but also shed light on how to best attack that
network. The ability to undermine a malicious network’s
communication capabilities is crucial for ensuring security in
sensitive environments. In this paper, we particularly focus on
attacks against networks when their topology is unknown a
priori.

Most studies that are related to attacking communicating
nodes only consider the presence of a single node (source-
destination pair) and develop optimal strategies, either at the
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physical layer [1]-[3] or the MAC layer [4] or the network layer
(denial of service, or spoofing) [5], [6] in order to disrupt the
communication capabilities of this node. Various formulations,
ranging from optimization, game theory, information theory
and machine learning, see [1]-[6], have been used to attack this
node depending on the amount of knowledge that is available
to the attacker. However, as mentioned earlier, with the rapid
deployment of network centric architectures, it is now crucial
to understand attacks against networks.

Network interdiction, as it is popularly known, has predom-
inantly been studied by assuming that the network topology
is known a priori [7]-[18]. Optimization-based network in-
terdiction formulations were presented in [7]-[10] and game
theoretic formulations were considered in [11], [12]. In the
context of wireless networks, a flow-based formulation for
jamming (the popular term used for attacks in the wireless
communications literature) was discussed in [13] where an
optimization problem was formulated to identify the best
jammer-to-flow association that will maximally disrupt the
network. In [14]-[18] and references therein, the behavior
and robustness of various network topologies were studied
by attacking different nodes or edges-based on several graph-
theoretic metrics (i.e., the network is modeled as a graph). For
instance, some of the commonly used graph-theoretic metrics
are degree centrality, betweenness centrality, min-cut etc. [14]-
[22]. However, these metrics can only be exploited when the
attacker has a priori knowledge of the network topology.
Further, attack strategies that are developed for one type of
a network topology such as random Erdös-Rényi networks
[21] may not always be capable of efficiently attacking other
network topologies such as scale-free networks [22]. Hence, in
order to blindly attack networks, online learning strategies that
determine the best nodes to attack and disrupt communication
in these networks are necessary.

Learning techniques have been explored for communication
networks in the past. However, most of these works are
concerned with learning the influential node in the network, see
[23]-[27] and references therein. In contrast, in this paper, we
are interested in learning the node(s) that is most important to
attack in a network to minimize the number of messages being
successfully exchanged. While reinforcement learning-based
algorithms such as Q-learning are one strong possibility for
such a problem, they do not provide any finite-time guarantees
on the learning performance of the attacker [3]. Hence, in
this paper, we develop several multi-armed bandit (MAB)
algorithms that provide finite-time guarantees for the attackers
performance when attacking a network blindly.

We assume that a) the attacker is aware of the total number
of nodes in the network and b) is capable of identifying
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the total number of successful and unsuccessful flows in this
network by observing the network traffic. By flow, we refer
to a message that is exchanged between different nodes in the
network. For instance, in the case of communication networks,
acknowledgement (ACK) and no-acknowledgement (NACK)
packets that are exchanged between the various nodes in
this network [4] indicate the total number of successful and
unsuccessful message exchanges. Using such information, we
present MAB algorithms with provable regret1 guarantees that
indicate the learning performance of the attacker in comparison
with the omniscient (optimal) attacker (i.e., one that has
complete knowledge about the flows and topology of the
network).

The following are the main contributions of this paper—
1) We establish the connection between the metrics ob-

servable to the attacker and the well-known between-
ness centrality metric [19] that is popularly used to
attack networks when their topology is known a priori
[14]-[18];

2) We develop MAB-based learning strategies applicable
when (a) a single attacker attacks a single node, (b) a
single attacker attacks multiple nodes and (c) multiple
attackers attack multiple nodes in a network;

3) We provide insight into various network topologies
ranging from those where the attacker can easily learn
the optimal nodes to attack, such as star networks to
those where the attacker has great difficulty in learning
the optimal node to attack in a blind scenario, such as
random networks;

4) We uncover and discuss the various limitations, in terms
of the learning performance, that the attacker(s) will
face when attacking networks blindly.

Note that such blind network attack strategies have not been
studied before in the literature. We also do not claim optimal
performance for the attacker (optimality in terms of the total
number of flows stopped in the network), because, as we will
discuss in detail in this paper, it is not possible for the attacker
to guarantee optimality when the topology is unknown and
especially when the attacker has only limited observables to
provide feedback about its attack performance.

The rest of the paper is organized as follows. In Sec-
tion II, we discuss the system model which is comprised of
the victim network, the parameters of the attacker and the
various observable metrics that are available to the attacker.
Here, we also formally describe the network interdiction
problem. In Section III, we present existing attack strategies
for benchmarking and metrics that can be used to compare
and analyze the performance of the attacker in blind settings
(i.e., when the network topology is unknown). In Section IV,
we discuss learning strategies and limitations when a single
attacker intends to attack the single best node (in terms of
flow minimization) in this network. The associated numerical
results are presented in Section V for the cases where the

1Regret is defined as the difference between the cumulative reward of the
optimal (for example, a strategy that minimizes the total throughput of the
network) attack strategy when there is complete network topology knowledge,
and the cumulative reward achieved by the proposed learning algorithm.

flows are fixed for a certain period of time and when they
change randomly. This is extended to consider cases where
multiple nodes can be attacked, either by a single attacker or
by multiple attackers, in Section VI. Finally, conclusions are
presented in Section VII. Due to space limitations, the proofs
of the Theorems, discussion on related work and some special
network settings are relegated to the Appendices.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Victim Network Model
An undirected network is modeled as a connected graph

G = (V,E), where V is the set of nodes and E is the set of
edges. The network topology is represented by the |V | × |V |
adjacency matrix A, where |V | indicates the total number of
nodes in the network G. The ijth entry i.e., Aij = 1 if nodes
i and j are connected (i.e., an edge exists between nodes i
and j) and is 0 otherwise. It is assumed that the network is
undirected i.e., Aij = 1 implies that Aji = 1 (nodes i and j
can communicate with each other). The analysis in this paper
can be easily extended to directed networks and to networks
with edge weights (say that correspond to data rate supported
on an edge).

Any generic network topology can be analyzed using the
framework in this paper. For ease of exposition, we focus on
three different network topologies that are commonly used to
depict networks and also indicate different levels of difficulty
faced by the attacker in terms of learning the best nodes to
attack— a) Erdös-Rényi (ER) random network [21] with the
connection probability denoted by p, b) a Barabási-Albert (BA)
network with a given degree parameter d [22] and c) a star
network, with one root node and |V | − 1 leaf nodes. We
also show the attacker performance against practical wireless
networks that are increasingly being modeled according to a
Poisson point process with a given number of nearest neighbor
connections [31].

In the ER network, a node i connects to node j with
probability p. Such a random network provides various insights
about the attacker’s learning performance as it poses a strict
challenge to the attacker as opposed to most practical networks
where an inherent structure exists. The BA model generates a
scale-free network using the preferential-attachment model and
is a widely used network model to describe social networks.
In such networks, the number of connections depend on the
popularity of the node and there is commonly one most popular
node to which a large fraction of nodes are connected. Based
on this description, it is clear that there is a preferred node
that the attacker must attack in order to stop the flows in
this network model. The star network is the simplest network
model that can be attacked as there is clearly only one optimal
choice i.e., the root node which disconnects the network when
it is attacked and thereby stops all the flows. The attackers
learning performance matches that of the optimal attacker in
the star network once it identifies the root node. A PPP-
based network model is one where the nodes are distributed
according to a Poisson point process and each node connects
to a given number of its nearest neighbors. Such a model is
increasingly being used in present day wireless networks [31].
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In addition to these networks, we give examples using some
simple network topologies such as path, cycle etc wherever
necessary. Further, in all these network models it is ensured
that the network is connected. In other words, a path exists
between every node i and any other node j 6= i.

B. Flow model
At an epoch t, any node can be a source node, i.e., it has

information to send to some other node i.e., a destination node.
Let St and Dt indicate the sets of source and destination
nodes at epoch t where |St| = |Dt| ≤ |V |/2. This assumption
indicates the fact that a node in the network can act either only
as a source or only as a destination at any time instant.2 It is
also assumed that the nodes in G are aware of the shortest path
between any pair of nodes i and j over which messages are
exchanged. For convenience, it is assumed that the source and
destination nodes communicate only along the shortest path
between them (cases where nodes use paths other than the
shortest path can be considered by using the analysis in this
paper in a straightforward manner by changing the description
of the metrics considered). A flow fs,dt ∈ {0, 1} constitutes a
source s ∈ St, a destination d ∈ Dt and the set of nodes that lie
along the shortest path between s and d. Let F tG =

∑
s6=d f

s,d
t

indicate the total number of flows in the network G at time t.
Note that |St| = |Dt| = F tG.

The epoch t constitutes several time slots and is taken to be
much greater than the length of the time required to traverse
the maximum shortest path between the source nodes St and
their corresponding destination nodes Dt. If more than one
flow passes through a common node in the network (i.e.,
the shortest paths between two different source-destination
node pairs pass through a common node), it is assumed that
this common node delivers information for these destination
nodes one after the other, i.e., scheduling takes care of such
issues (which is commonly the case). For ease of exposition,
these fine temporal aspects are not considered in this analysis.
Hence, in this paper it is assumed that every flow (starting
from the source node and ending at the destination node) in
the network is completed within one time epoch and we are not
concerned about the time slots required to finish these flows.
This does not take away any merits of the proposed algorithm,
as we do this only for simplifying the analysis in this paper.
For an example on how temporal aspects of the network can
be included, please see [4].

C. Attack Model
By attack, we refer to the following– in the case of

communication networks, an attack refers to corrupting the
information that is received at a node which thereby cannot
be decoded into any valid information; in the case of social

2With the advent of full-duplex technology, nodes can act both as a source
and a destination simultaneously. Under such cases, both the incoming and
outgoing flows can both be stopped when a node is attacked. Irrespective of
whether the nodes are full-duplex or half-duplex, the learning algorithms (for
the attacker) proposed in this paper can still be used as they only need to
know the total number of flows stopped when a node is attacked and not the
exact number of flows it transmits or receives.

or economic networks, an attack either refers to physically
removing a network connection or a node or passing wrong
information to an individual that is part of these networks and
thereby causing mis-communication and a breach of privacy.
For more details regarding types of attacks on social networks,
please see [29] and references therein.

The attacker can attack k nodes in the network during any
epoch to stop flows in G. When a node is attacked, all the
edges incident (both incoming and outgoing) upon this node
are blocked indicating that all flows that need this node are
stopped. Let F tG\Ak

indicate the total number of remaining
flows in the network after k nodes of G (denoted by the set
Ak) are attacked. Therefore the attacker wishes to solve the
following optimization problem for epoch t

max
Ak

F tG − F tG\Ak

s.t. cxt ≤ k and {xi}|V |i=1 ∈ {0, 1}, (1)
where c is a 1 × |V | vector of all 1’s and xt is a |V | ×
1 vector which has entries equal to either 0 or 1 depending
on whether a node is attacked or not at time t. Notice that
maxAk

F tG−F tG\Ak
is equivalent to minAk

F tG\Ak
, but we use

the formulation (1) to explicitly denote the fact that the attacker
is aware of F tG i.e., the total number of flows in the network.
The set Atk is dependent on the set of non-zero elements in xt.
The first constraint in (1) indicates that the attacker can attack
a maximum of k nodes. By varying the definition of c, this
constraint can also be used to represent the cost ci incurred
by attacking the ith node and that the attacker is limited by a
total cost constraint/budget B where the condition changes to
cxt ≤ B. In this paper, we assume that the cost of attacking
any node in the network is 1 and the budget for the attacker
only indicates the total number of nodes that it can attack at
any given time.

Remark 1. The binary integer linear optimization problem
in (1) is NP-complete [7]. However, the network topology is
necessary in order to solve (1) i.e., to optimally attack the
network.

Remark 2. The degree of a node i (i.e.,
∑
j 6=iAij) that can

be attacked must be at least 2 in order to disrupt more than
one flow in the network. Otherwise, the node is a leaf node
and attacking it can only stop one flow in the network at a
maximum.

Remark 3. The optimal nodes to attack in a network are more
dependent on the network structure and the flows occurring in
the network than the size of the network.

For example, in the case of a star network and a cycle
network, both with the same number of nodes, the optimal node
to attack is different. In the case of the star network, attacking
the root node stops all the flows in the network, where as in
the cycle network the optimal choice depends on the flows in
the network at a given time t.

As another example, consider a tree network (tree is a
network without cycles). For the ease of analysis assume |V |
to be odd. Then (|V |−1)/2 nodes are on either side of the root
node of the tree. When there are (|V |−1)/2 total flows in the
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network, then with probability 1−

( |V |−1
2

|V |−1
4

)
(|V | − 1
|V |−1

2

) attacking the root

node is the optimal strategy when a tree network is attacked.
Here,

(
a
b

)
indicates the binomial coefficient a!

b!(a−b)! .
Hence, when the network topology and the flows in the

network are known, optimal attacks are possible and also
enable us to bound the attacker’s performance.

Remark 4. The worst case complexity of finding a node
that stops the maximum number of flows in the network is
O(|V |3). This is also the computational complexity involved
in estimating the various network centrality metrics [19].
More details about the attack complexity will be discussed in
Sections III, IV.

In the analysis that follows, we use the solution for the
optimization problem (1) as a bound with which we compare
the various network attack strategies. We first discuss the
benchmark attack strategies (that are not blind) that are com-
monly used to address network interdiction and then discuss
the learning strategies that can be used under blind scenarios.

III. SINGLE-NODE ATTACK – BENCHMARK STRATEGIES
AND PERFORMANCE ANALYSIS

We first intend to find the single best node that can be
attacked in order to disrupt the flows in the network. In this
paper, we only focus on finding the node that enables the
attacker to stop the maximum number of flows and the specific
details regarding the attack procedures (either at the physical
layer or MAC layer) can be found for example in [3], [4].
Similar details about attacks in social networks can be found
in [29]. We first focus on the case where flows (the number
as well as the source-destination pairs) are fixed over the time
period of interest T and later we will consider cases where the
flows change randomly.

In this section, we discuss a) existing attack strategies
(which are not blind) that are used for benchmarking the at-
tacker performance and b) performance metrics that enable for
network interdiction performance comparison and to compare
the gap in the learning performance of the attacker under blind
scenarios.

A. Omniscient attacker
This is a know-all attack strategy where the attacker is

exactly aware of the network topology and the flows in the
network at any time t. Based on this knowledge, the attacker
attacks a single node through which the maximum number of
these flows are passing. In other words, the omniscient attacker
solves the optimization problem in (1). This strategy therefore
acts as the upper bound for comparison of the various network
interdiction strategies proposed in this paper.

B. Node Betweenness-based attack
Betweenness centrality is a popularly used network cen-

trality metric to develop network attack strategies [14]-[18].

Formally, betweenness centrality measures the fraction of the
shortest paths passing through a node relative to the total
number of shortest paths in the network. In other words,
betweenness centrality is a measure to quantify the number of
times a node acts as a bridge between two different nodes when
they communicate along their shortest path. Mathematically,
the metric for the node v is given by

CB(v) =
1

(|V | − 1)(|V | − 2)

∑
s 6=v 6=d∈V

σsd(v)

σsd
, (2)

where σsd indicates the total number of shortest paths between
source node s and destination node d and σsd(v) indicates
the number of these shortest paths between s and d that pass
through v. By s 6= v 6= d we refer to the following s 6= v,
s 6= d, and v 6= d. The scaling factor indicates the total number
of possible shortest paths that can include v [19]. Notice that,
with high probability, the node with the highest betweenness
centrality metric supports a large number of flows that may
arise in the network. The relation between this metric and the
attacker performance is studied in detail in Section III-C.

When the attacker is aware of the network topology, it
can pre-evaluate this metric for all nodes in the network and
thereby attack the node with the maximum value. In other
words, the node attacked in this strategy is given by

At1 = arg max
v∈V

CB(v) ∀t, (3)

where At1 indicates the single best node attacked by using this
strategy at epoch t. For example, in the case of a star network,
CB(v) = 1 for the root node and is 0 for all other nodes and
hence the root node is attacked by using this strategy, which is
the optimal strategy for the star network. This is not always the
case for other networks as will be discussed in detail shortly.

The betweenness metric-based attacks have been shown to
be more effective than attacks-based on other centrality metrics
that can be evaluated for any given network [14]-[18]. To
consider networks with edge weights and/or different costs for
attacking each node, weighted betweenness centrality metrics
can be used [30]. However, to keep the analysis simple we
consider un-weighted networks in this paper. The complexity
in estimating the betweenness centrality metric is O(|V ||E|)
which is approximately O(|V |3) [19]. Next, we will use this
to compare the learning performance of the attacker.

C. Notes on attacker performance
Define C̄B(G) as the average betweenness metric for the

network G given by

C̄B(G) =
1

|V |
∑
v∈V

CB(v). (4)

This indicates the average number of shortest paths through
each node in the network. C̄B(G) can be related to the average
shortest path length in the network (l̄(G)) as [42]

C̄B(G) = (|V | − 1)(l̄(G)− 1) (5)

where l̄(G) =
∑

u,v∈V d(u,v)

|V |(|V |−1) and d(u, v) indicates the length
of the shortest path between nodes u and v.

At every time epoch, a new subgraph G′ can be formed
by only using the shortest paths corresponding to the flows
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{fs,dt }s6=d∈V i.e., G′ has |V | nodes, but only has the edges of
G that are necessary for the flows {fs,dt }s 6=d∈V . Notice that
the average shortest path length of this new subgraph G′ i.e.,
l̄(G′) ≥ l̄(G), because the inactive edges (edges that are not
used in the communication of {fs,dt }s 6=d∈V ) are removed from
G. More specifically, when edges are removed from G, some
nodes in G′ may be disconnected from the rest of the network
and hence the shortest path length between these disconnected
nodes is∞. Notice that not all networks get disconnected when
some edges are removed and hence l̄(G′) ∈ [l̄(G),∞]. This is
explained below with an example.

Example: In a fully-connected network G, every node is
connected to every other node. Hence, the shortest path length
is 1 between any pair of nodes and therefore l̄(G) = 1. If one
edge is removed in G to form G′, then the shortest path length
between the pair of nodes connected to this edge now increases
to 2 while the remaining shortest path lengths continue to be
1. Therefore l̄(G′) is given by

l̄(G′) =
1

|V |(|V | − 1)

({
|V |(|V | − 1)− 1

}
× 1 + 1× 2

)
= 1 +

1

|V |(|V | − 1)
, (6)

which indicates that l̄(G′) increases by a factor of 1
|V |(|V |−1)

when compared to l̄(G).
Since the average betweenness metric of a graph is related

to the shortest path length as shown in (5), we now have
that C̄B(G′) ≥ C̄B(G), because l̄(G′) ≥ l̄(G). Recall, that
the average number of flows stopped by attacking node v
is proportional to CB(v). Therefore, the total number of
flows that will be stopped on average in G is proportional to
C̄B(G)F tG and to C̄B(G′)F tG in the subgraph G′. Therefore,
it is clear that the total number of flows that can be stopped by
the attacker in G′ is higher than the ones that can be stopped
in G when using the betweenness-based attack strategy. This
is exactly the procedure followed by the omniscient attacker in
(1) because it is completely aware of the network topology and
hence can attack the best node in G′ (which is not necessarily
the best node to attack when G is considered because of
different CB(v)) such that the maximum number of flows
are stopped. Lemma 1, which will be presented shortly, will
formalize this argument and discuss the connection between
the optimal attack strategy and the betweenness metric of the
nodes in the network.

Remark 5. In a fully connected network C̄B(G) = 0 because
the shortest path between any two nodes is the edge connecting
them. Hence, when the attacker attacks node v, except for the
flow that is intended for node v, none of the other flows are
stopped in the network.

Example: For the case of ER-networks, it is shown in
[43], [44] that l̄(G) ≈ log |V |

log(p|V |) , where p is the connection
probability of the ER network. When p = 1, this value is
equal to 1 as expected. Similarly, it can be shown that when
εf fraction of the edges are removed in a ER network G to
form G′ (where εf is a function of the total number of flows
F tG and G), then we have l̄(G′) ≈

(
log |V |

log(p(1−εf )|V |)

)
which

indicates that the average number of flows stopped by using the
knowledge of G′ is greater than the ones that can be stopped
by just knowing G.

We mentioned earlier that the number of flows stopped
when a node is attacked is approximately proportional to the
betweenness metric of that node in G. More specifically, it can
be shown that the probability that a flow is stopped when node
v is attacked is given by

pv =

∑
s6=d 6=v σsd(v) + 2(|V | − 1)

|V |(|V | − 1)
, (7)

where
∑
s 6=d6=v σsd(v) indicates the total number of shortest

paths (that originate at source s and end at destination node d)
that pass through node v. The second term in the numerator
accounts for all those flows that are stopped when node v is
the source or destination. The denominator indicates that the
total number of paths (from any node i to any other node
j) in the network is |V |(|V | − 1). See that the betweenness
measure defined in (2) is also dependent on

∑
s6=d6=v σsd(v).

When σsd = 1 for any s, d ∈ V i.e., there is only one shortest
path between s and d nodes, then the betweenness measure of
the node is directly proportional to pv . For example, any tree
network satisfies this relationship.

Furthermore, via simulations we observed that pv and
CB(v) are very similar and this is what we referred to as
the reward of the attacker being proportional to the between-
ness metric. To obtain an exact relationship, we can rewrite
(2) as CB(v) =

∑
s 6=v 6=d∈V σsd(v)

(|V |−1)(|V |−2) in which case we have

pv = (|V−2|)CB(v)+2
|V | .

Remark 6. Based on the discussion above, it is clear that
the attack performance against any network will be lower-
bounded by the performance against a fully connected network
where only one flow can be stopped by attacking a single node.
Furthermore, the attack performance will be upper-bounded by
the performance against a star network where all the flows will
be stopped by attacking the root node.

Lemma 1. Given a network G with flows {fs,dt }s 6=d∈V , the
optimal node to attack i.e., the solution to (1) is the node with
the maximum betweenness metric in G′.

Proof: The proof follows by using the definitions of the
optimal attack strategy in (1), the betweenness metric defined
in (2) and the definition of the network G′. Specifically, since
G′ only consists of the nodes and edges that are necessary for
{fs,dt }s6=d∈V , the optimal node to attack is the node through
which maximum number of flows pass; which is nothing but
the node with the maximum betweenness metric over this sub-
network G′.

This lemma will later be used to discuss the performance of
the attacker under blind settings. Furthermore, the attack strate-
gies and the metrics presented in this section will enable us to
understand the differences (gap) in the attacker performance
and the limitations faced in blind settings when compared to
its performance with a priori network topology knowledge.
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IV. SINGLE-NODE ATTACK – BLIND STRATEGIES AND
PERFORMANCE ANALYSIS

In this section we discuss network interdiction strategies that
the attacker can use under blind settings i.e., when the network
topology is unknown a priori. These attack strategies will
be compared with the benchmark non-blind attack strategies
discussed in the previous section.

A. Random attacks

In this strategy, the attacker randomly attacks a node during
every epoch. As expected this strategy performs worse than
the other strategies discussed in this paper. This is the best it
can do in completely blind settings when there is no feedback
regarding its attack performance and serves as a lower bound
to compare the various network attack strategies.

B. Learning strategies against fixed flow scenarios

We present multi-armed-bandit-based learning strategies
where the attacker can learn the best node to attack in a
real-time manner without knowledge of the network topology.
For reasons that will be explained soon, except for some
specific network topologies (such as tree, star), these learning
algorithms cannot achieve performance close to the omniscient
attack. It turns out that this is an inherent limitation in blind
settings i.e., when the network topology is unknown.

All learning algorithms are presented for the case when the
network flows remain fixed for T epochs. Later, we discuss
the performance of these algorithms when the flows change
randomly at every epoch. For all these learning algorithms, the
feedback for the attacker is the fraction of the total number of
flows stopped at any time instant i.e.,

F t
G−F

t
G\Ak

F t
G

, where the
set Atk indicates the nodes attacked at epoch t.

1) Notes on feedback used by the attacker for learning:
Remember that the attacker is a) aware of the total number of
nodes (|V |) in the network, and b) can infer the total number of
successful and unsuccessful flows in the network. For instance,
in the case of communication networks (such as the ones based
on the TCP protocol [32]), each destination node sends an
acknowledgement (ACK) or a no-acknowledgement (NACK)
packet directly to the source node. Since the ACK/NACK
packets are not encrypted, they can be easily identified in
any open protocol such as WiFi [4].3 These packets enable
the attacker to identify the throughput allowed in the network
[3], [4]. In the case of economic networks, the total number
of successful and failed transactions can be used to evaluate
the performance of the attack strategy. In the case of social
networks, the number of lost connections can be used as feed-
back by the attacker. Specifically, in the case of communication
networks, when a flow is attacked no ACK/NACK packet is
sent from the destination node because the flow never reached
the destination node (the same is assumed to be the case even
when the destination node is attacked). Hence, the number of

3Alternate metrics such as power levels, number of re-transmissions etc.
could also be used by the attacker as feedback for its actions.

flows attacked can be identified by counting the total number of
flows and the ACK/NACK packets exchanged in the network.

Remark 7. The assumption that the number of nodes is known
is realistic because nodes can be easily detected whenever
they transmit data (assuming they are within the range of the
attacker) [33], [34]. However, if the attacker doesn’t know
the correct number of nodes, that means that either (a) the
attacker assumes that there are nodes that don’t actually exist
(unlikely) or (b) the attacker is unaware of certain nodes that
actually exist in the network (more likely). In the latter case,
the attacker would not attack the unknown nodes since their
existence (for example, say due to the location of the attacker
in the network) is not known. When this unknown node is not
the optimal node to attack, the attacker learns faster since the
attacker does not spend resources by attacking a non-optimal
node. However, if the missing node is in fact the optimal one
to attack, then the attacker will never learn the optimal attack
choice and the loss in performance will depend on how much
difference there is between the optimal node and the best node
that the attacker is aware of.

Furthermore, when a single attacker is unable to listen to
the feedback from all nodes in the network/ unable to attack all
nodes in the network, then multiple attackers, that coordinate
and share information to attack the network, will be necessary.
The case of multiple attackers attacking a network is studied
in Section VI.

2) Notation: Let At1=vt indicate the
node attacked during epoch t and
r(vt) =

max(min(F t
G−F

t
G\vt

+ε,F t
G),0)

F t
G

indicate the reward
(fraction of flows stopped) obtained by the attacker when
this node is attacked. ε is a uniform random variable in the
set

{⌊
−F t

G

2

⌋
, . . . ,

⌊
F t

G

2

⌋}
that indicates the uncertainty in

the feedback received (for instance errors in the estimation
of the ACK/ NACK packets in a communication setting).4
Along similar lines, r(v∗) indicates the reward obtained by
node v∗ which is the best node in hindsight that should have
been attacked to maximize the reward. Then we define the
cumulative regret incurred by the attacker as

R(T ) = E

[
T∑
t=1

[r (v∗)− r (vt)]

]
= Tr(v∗)−E

[
T∑
t=1

r(vt)

]
,

(8)
which indicates the expected difference in the total reward
between the strategies chosen by the proposed algorithm and
the optimal choice in hindsight. In the above equation, the
expectation is over all the possible nodes that may be attacked
when the attacker uses a learning algorithm. The goal of the
attacker is to minimize this regret so as to learn the best single
node to attack.

4In cases where the attacker is unable to listen to the ACKs/NACKs from
all nodes in the network (for example, due to its location in the network),
then different distributions such as impulsive/ non-Gaussian can be used to
model ε and capture this unknown feedback. This is because non-Gaussian
distributions can be used to capture rare events. Also see that the max and
min constraints in the reward definitions will ensure that the reward/feedback
used by the attacker in its learning algorithm is still meaningful.
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Let ∆min indicate the minimum gap in the reward obtained
when v∗ is attacked and when the second best node is attacked.
Because the topology is unknown a priori, the attacker can
only obtain bounds on ∆min. For instance, we have that

∆min ≥
1

F tG
≥ 1
|V |
2

, (9)

which indicates the fact that by attacking the second best node,
the attacker can potentially stop at most F tG−1 flows, whereas
F tG flows could potentially be stopped by attacking the optimal
node v∗. The second inequality is obtained by noting the fact
the maximum number of possible flows in this network is |V |2 .
Along similar lines let ∆max indicate the maximum gap in the
reward obtained by the attacker. It is easy to see that ∆max ≤
1. ∆min and ∆max will be used to provide regret guarantees
for the attacker’s performance.

Different algorithms have been proposed in the literature
to address the regret minimization problem [35]-[39]. Below,
we first present two popular bandit-based learning algorithms,
namely upper confidence bound (UCB) learning [35] and
contextual zooming, a version of the contextual bandit al-
gorithm [39]. Later, we present a novel slotted exploration
exploitation-based MAB algorithm which performs better than
these existing learning algorithms. As will be discussed in
Section VI, this algorithm can also be extended to consider
time-varying and multiple-attacker settings.

1) UCB-based Learning [35]: This is the most common
MAB algorithm used in online learning settings. It maintains
mean average reward values obtained by attacking a particular
node v at each epoch and thereafter evaluates indices known as
ucb-indices in order decide the node to attack in the next epoch
[35]. The regret of this algorithm grows as O

(
|V | log(T )

∆2
min

)
which is linear in |V | and is inversely proportional to ∆min.
If ∆min is large, then it is easy to identify the best node to
attack.

Furthermore, as will be explained shortly in Theorem 2,
when the network topology is unknown, it is not possible
to achieve a learning rate better than O(|V |) (computational
complexity as a function of the network parameters) indicating
the fact that all the nodes in the network must be attacked at
least once in order to learn the best node to attack in a real-time
setting.

2) Contextual Bandit-based learning [39]: A context refers
to side information that is available to the learning agent
(attacker in this case) [39]. More often than not, assigning
a context to the learned information enables the agent to
achieve better results than acting blindly and ignoring the
side information. This side information can be exploited using
contextual bandit algorithms [39], where the best action given
the context can be learned online. These methods utilize a
context-dependent history of past observations in order to
estimate its context-dependent performance [39].

For this algorithm, we assume that the attacker is also aware
of the source node and the destination node for all the flows in
the network at epoch t, in addition to all the variables that can
be accessed by the UCB algorithm (note that a flow is defined
not only by the source and the destination nodes, but also all

the nodes that lie on the shortest path between them, hence
in this learning algorithm, we only assume partial information
is available to the attacker). Therefore, the source-destination
pairs are taken to be the context information. The regret in this
case is defined as

R(T ) = E

[
T∑
t=1

[r(s(t),d(t), v∗)− r(s(t),d(t), vt)]

]
, (10)

where s(t),d(t) indicate the |V | × 1 vectors of 1’s and 0’s
that indicate the active sources and destinations at every time
instant. Since, the dimension of the context space is 2|V |
(as any node can be a source and any other node can be a
destination), the overall regret for this learning algorithm grows
sub-linearly in time as O(T

2|V |+1
2|V |+2 ) [39].

3) Slotted Exploration-Exploitation Algorithm: Here,
we propose a novel algorithm which performs exploration
and exploitation in a slotted manner. The proposed slotted
exploration-exploitation MAB algorithm is shown in Alg. 1.
In this algorithm, during the exploration phases, each node
in the network is attacked once every epoch and during the
exploitation phase, it chooses to attack the node with the
best average reward obtained during the exploration phases.
The average reward values are only estimated during the
exploration phases and the attacker sticks to the node with
the best average reward during the exploitation phase. While
the length of the exploration phase remains constant (here it
is equal to the number of nodes in the network), the length
of the exploitation phase increases exponentially after every
exploration phase. Here, γ(t) and E(t) are two counters
that keep track of these exploration and exploitation phases.
The counter γ(t) indicates the total number of exploration
phases until time t. The transition between the exploration
and exploitation phases will be determined by the condition
γ(t) < A log(t) which also controls the exponential increase
in the length of the exploitation phases. Specifically, when the
counter E(t) = 0, the current slot will be an exploration slot if
γ(t) < A log(t), else it will be an exploitation slot. However
when E(t) > 0, the current slot is an exploration slot and the
value of E(t) indicates the arm (or the node) being explored
(attacked in the current context) in the current exploration slot.

Theorem 1. The regret bound for Alg. 1 is

R(T ) ≤ A|V |∆max log(T ) + |V |∆max +

∞∑
t

2|V |∆maxt
−A

2 ∆2
min ,

(11)
where A > 2

∆2
min

.

Proof: See Appendix I in the extended version of this paper
[28].5

Remark 8. In an online setting, the exact values of the ∆max

and ∆min may not be known perfectly. By using bounds on
these values (presented earlier), the attacker can evaluate
the regret bounds incurred during this learning process. By

5A generic slotted exploration-exploitation algorithm with adjustable
exploration-exploitation schedule and the proof for its associated regret bound
is in Appendix I in the extended version of this paper [28].
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Algorithm 1 Slotted Explore-Exploit
Initialization: t← 1, E(t) = 0, γ(t) = 0

1: while t ≤ T do
2: if E(t) > 0 then Explore
3: else if γ(t) < A log(t) then Explore
4: else Exploit
5: end if
6: end while

Explore
7: E(t+ 1) = mod (E(t) + 1, |V |+ 1)
8: if E(t+ 1) = 0 then γ(t+ 1) = γ(t) + 1
9: else t = t+ 1 and choose arm vt = E(t+ 1)

10: Get the feedback and update average reward r(vt) of the
chosen arm

11: end if

Exploit
12: Choose the arm v∗t with maximum average reward v∗t =

arg maxvt r(vt)
13: t = t+ 1

setting A = 4
∆2

min
, the second and third terms in (11)

i.e., |V |∆max +
∑∞
t 2|V |∆maxt

−A
2 ∆2

min are just constants
proportional to |V |. This explicitly shows that the regret is
logarithmically dependent on T and linearly dependent on |V |.
This linear dependency on |V | will be revisited in Theorem 2.

Remark 9. When the network is skewed, i.e., there is a small
set of popular nodes which are part of several flows, then it is
easy to identify the best node that the must be attacked because
∆min is larger. Thereby, in these cases the regret is smaller.
For example, this behavior will be shown in the case of BA
networks and star networks in Section V.

C. Random flow scenarios
All the bandit algorithms proposed above are valid only

when the flows are fixed over a given period of time during
which the attacker learns the best node to attack. These
algorithms cannot accommodate for the time varying nature of
the “arms” (which in the current case are the nodes attacked)
involved in the learning process [35], [40]. Here we consider
cases where the number of flows, as well as the source-
destination pairs randomly change at every time instant. When
the flows are changing, using the rewards from earlier epochs
in order to estimate the expected rewards in future epochs
will be inaccurate. Hence, sliding window-type techniques [3]
need to be used where the attacker only uses the recently
learned reward estimates to attack a node. For time-varying
regret bounds using the UCB algorithm see [41] and for the
case of the contextual bandit algorithm see [40]. Below, we
present a time-varying regret bound for Alg. 1. For generic
regret bounds for any learning algorithm, please see [28].

1) Time varying regret bound for the slotted explore-exploit
algorithm: See that in the regret bound of the slotted explore-
exploit algorithm in (11), we have assumed that the number of
flows is fixed over a given time and that the attacker learns the

best node to attack in this network. However, the analysis of
the logarithmic regret presented earlier is no longer valid for
the case when the flows change at every time instant. Hence,
we need to consider the notion of time-averaged regret denoted
by

Rave(T ) =
1

T

(
T∑
t=1

r(v∗t )−E(r(vt))

)
, (12)

which indicates the difference in the rewards obtained by
attacking v∗t (optimal node to attack at time t) and the node
vt that is attacked at time t. Moreover, ∆max and ∆min will
also be time varying and can be denoted by ∆max(t) and
∆min(t) respectively. Let ∆̄max and ∆min be the upper and
lower bounds on these values respectively.

The slotted explore-exploit algorithm in Alg. 1 can be used
in such time varying scenarios by making one modification–
the exploitation time duration is no longer exponential. It is
now a constant which is independent of time i.e., instead of
checking for the condition A log(t) in Alg. 1, the Alg. 1
now performs alternate exploration and exploitation schedules
where the exploration schedule is of length |V | and the
exploitation schedule is also a constant A. This constant A is
chosen based on the knowledge of the time window W over
which the number of flows remain constant. For instance, an
obvious choice is that A < W . Because of these changes,
notice that the regret bound is O(|V |T ) (linear in time), as the
attacker must track the changes in the reward by continuously
attacking various nodes at a constant rate.

Remark 10. If additionally, the time varying reward satisfies
|r(v∗w) − r(v∗w−1)| ≤ ε, where r(v∗w) indicates the optimal
reward obtained during the wth time window and r(v∗w−1)
indicates the optimal reward during the w−1th window, each
of duration W time slots with ε > 0 being a positive constant
that is known to the attacker, then regret bounds that are still
linear in time, but with a smaller leading constant can be
achieved. For more details on this see [40].

D. Learning rates in blind scenarios
The time aspect of the attacker’s learning performance is

captured by the regret bounds of the various learning algo-
rithms discussed earlier. Here, we are interested in the scaling
factor for the regret bound which depends on the network
under consideration i.e., we are specifically interested in the
dependency of the learning rates on |V |.
Theorem 2. When the network topology is unknown, it is not
possible for the attacker to achieve a learning rate better than
O(|V |).

Proof: Since it is now known from Lemma 1 that the
optimal attack choice depends on the betweenness metric of
the network and that the reward obtained by attacking a node is
proportional to its betweenness metric, we use the betweenness
metric to prove Theorem 1.

We first prove that the attacker cannot learn in better than
O(|V |) even when the flows are fixed over a given time. We
prove this by contradiction. Assume that it is indeed possible
to learn the best node to attack by only attacking |V | − 1
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Fig. 1. Betweenness metrics for nodes in network (a) 1
12

[0, 6, 8, 0, 0] and
network (b) 1

12
[0, 6, 0, 0, 0].

nodes. If the learning procedure can be achieved in better than
O(|V |), for example say O(|V | − 1), then it suggests that the
betweenness metric of the |V | − 1 nodes should tell us about
the betweenness metric of the |V |th node. We show below that
this is not true.

Consider a network of 5 nodes where the attacker has esti-
mated the betweenness metric of four nodes as 1

12 [0, 6, 0, 0].
Now if the attacker were capable of inferring the network
topology by only using these four nodes, then it should be
able to identify the betweenness metric of the remaining node.
However, this is not the case. To see this, consider the two
connected networks (each has 5 nodes) shown in Fig. 1. In
both these networks, the betweenness metric for nodes 1, 2, 4, 5
is 1

12 [0, 6, 0, 0]. However, the betweenness metric for node 3
is 8 in the case of the first network and 0 in the case of the
second network. Thus in the case of the first network, if the
attacker did not wait to learn the metric of node 3, then it
would have attacked a sub-optimal node whereas in the case
of the second network the attacker could have ignored learning
the metric for node 3 as its value is less than the metric for
the 2nd node which was already learned to be 6/12. However,
since by assumption the network topology is not known, the
attacker requires all the betweenness metrics to determine the
optimal node to attack.

For the case where flows change rapidly, then this result is
straightforward. Specifically, in this case, the learning rate is
O(|V |3), which is the computational complexity of solving (1)
by using the knowledge of the network topology [19].

Thus, it is clear that it is not possible to learn the best node
to attack in a blind scenario without attacking all |V | nodes.
In other words, when the network topology is unknown, it is
not possible to achieve a learning rate better than O(|V |). This
completes the proof.

V. RESULTS - SINGLE NODE ATTACK SCENARIO

The performance of various attack strategies is discussed
under two cases below - a) when the flows are fixed over T
epochs and b) when the flows randomly change every epoch.
These are the two extreme cases that the attacker faces when
attacking a network. When only a fraction of the flows change
over time, then the behavior of the attacker is expected to
be between the performance of these two cases. Due to space
limitations, we consider only these extreme cases in this paper.
In both cases, we average the performance of the proposed
algorithms over 100 network instantiations each with 50 nodes
and present the network interdiction performance over T =

5000 epochs by plotting the cumulative proportion of the flows

blocked at every epoch i.e.,
∑
t

F t
G−F

t
G\At

1

F t
G

, where At1 indicates
the node attacked during epoch t. Note that F tG is a random
value between 1 and |V |/2. The parameter A in Alg. 1 is taken
to be 1.

A. Fixed flow scenarios
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Fig. 2. Network attack performance against fixed flows in a star network,
number of nodes=50.
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Fig. 3. Network attack performance against an Erdös-Rényi random network,
connection probability (p) = 0.8, number of nodes = 50. The average number
of flows stopped in one network instantiation of the ER network is shown.

Fig. 2 shows the performance of the various attack strategies
against a star network. Since the root node has the maximum
betweenness metric and is also the optimal attack choice (for
all the network instantiations) for the omniscient attacker in
this network, the performance of both these strategies is the
same. Since all flows are stopped by attacking the root node,
the slope of the omniscient attacker performance is 1. Notice
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that after the initial learning period, the slope of the rewards
attained by the slotted explore-exploit learning algorithm is
also 1 during the exploitation phases. This indicates the fact
that the slotted explore-exploit algorithm has learned the
optimal node to attack i.e., the root node. Further, the steps
(flat regions) seen in the performance of this algorithm are due
to the exploration phases that are performed at exponentially
increasing intervals. Since there are 50 nodes, the length of
each exploration phase is also 50 epochs. While the slope
of the rewards achieved by the UCB algorithm is also 1, the
learning performance is slower in comparison with the slotted
explore-exploit algorithm due to the continuous exploration-
exploitation performed by the UCB algorithm.

The contextual bandit algorithm performs significantly
worse than the slotted explore-exploit algorithm because the
context provided to the contextual bandit algorithm is not
sufficient to have any advantages over the other algorithms.
Specifically, this is due to the high dimensional context vector
and also the fact that just relying on the source-destination
node pair (and not the entire flow path) does not reveal any
information about the shortest path between them (which is
necessary to attack the network). Therefore, in this case, the
context provided confuses the attacker and thereby degrades
its attack performance. As expected the random attacker’s
performance is worse than all the other approaches as it does
not use any feedback and only serves as a lower bound for the
attacker’s performance.

Fig. 3 shows the average number of flows stopped[
1
t

∑
t

[
F tG − F tG\At

1

]]
in an ER network by the attacker.

Specifically, it shows the performance of the various attack al-
gorithms against one network instance. The poor performance
of the node-betweenness-based attack strategy (relative to the
omniscient attacker) is due to the fact that when a fixed number
of random flows is considered, there may or may not be any
of these flows that pass through the node with the maximum
betweenness metric value of the network G. Therefore, just
relying on the overall network metric and not utilizing any
information from the flows in the network is not beneficial to
the attacker. As we will show shortly, the node betweenness
metric of G should be used for network attacks only when the
flows are randomly changing in the network. This is because
the betweenness metric indicates the average number of flows
that pass through a node and hence it may or may not work in
instantaneous cases where a fixed number of flows are present
in the network. This behavior indicates that even in this simple
case i.e., when the flows are fixed, the popularly used attack
strategies fail to perform well. This emphasizes the need for
online learning techniques to be employed when networks are
attacked blindly.

In Fig. 3, it is seen that the slotted explore-exploit algorithm
performs very well in comparison to the other algorithms and
also converges to the performance of the omniscient attack
strategy. This indicates that it has learned the optimal node
to attack which is the node with the maximum betweenness
in G′ as shown in Lemma 1. The UCB algorithm is seen to
perform poorly in the case of the ER network as it continuously
explores and exploits and therefore is not able to learn the

best node to attack. This behavior is especially seen when
there is not much difference between the rewards obtained by
attacking various nodes. Under such cases, the UCB indices
force the UCB algorithm to explore continuously [35]. This
issue does not arise in the case of a star network because
there is a significant difference in the rewards obtained by
attacking the root node (the optimal node to attack) and any
other node. In Fig. 3, the contextual-bandit and the random
attack algorithms are seen to perform worse than the other
algorithms due to the same reasons that were mentioned earlier
in the context of a star network.
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Fig. 4. Network attack performance against fixed flows in an ER network,
p = 0.8, number of nodes = 50.
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Fig. 5. Network attack performance against fixed flows in a BA network,
connection degree = 5, number of nodes = 50.

Figs. 4 and 5 show the attacker’s performance, averaged
over 100 network instances, against ER and BA networks
respectively, when the flows are fixed. As compared to the
star network, the node-betweenness-based attack strategy fails
to perform well in both these networks. This is because the
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betweenness metric is useful on average and not in instanta-
neous scenarios where the flows are fixed. Also notice that in
both these networks, the slotted explore-exploit algorithm can
perform better than the node-betweenness-based attack strategy
and that the slope of the attacker’s performance matches that of
the omniscient attacker. This indicates that the slotted explore-
exploit algorithm has learned the best node to attack. The
jumps in the performance of the slotted explore-exploit algo-
rithm again indicate the epochs where the exploration phases of
the algorithm are finished and the exploitation starts. The UCB,
contextual bandits and the random attack algorithm perform
poorly against both the ER and BA networks due to continuous
exploration-exploitation, no useful context information and a
lack of feedback respectively.

Fig. 6. PPP-based network model, with nearest neighbor connections. The
red dots indicate the various network nodes and the blue lines indicate the
network connections.
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Fig. 7. Network attack performance against fixed flows in a PPP-based
network, number of nearest neighbor connections = 5, number of nodes = 50.

In Fig. 6, we simulate a network with 50 nodes that are
distributed in a plane according to a Poisson point process
(PPP) model [31] and each node connects to its 5 nearest
neighbors. Fig. 7, shows the network attack performance

against this PPP network and even in this case it is seen that
when the flows are fixed the slotted explore-exploit learning
algorithm can match the omniscient attacker’s performance
after its exploration phases. The performance trends of the
other attack strategies is similar as seen in other network
topologies.

The main takeaways from the attackers performance against
a network with fixed flows are-

1) The optimal node to attack in fixed flow scenarios is
the node with the maximum betweenness metric over
G′ (see Lemma 1).

2) The slope of the rewards achieved by the slotted
explore-exploit algorithm matches that of the omni-
scient attacker after the exploration phases i.e., it learns
the optimal node to attack.

3) While the slope of the rewards achieved by the UCB
algorithm matches the omniscient attacker in a star
network, the learning procedure is slow in comparison
with the slotted explore-exploit algorithm. However,
due to its continuous exploration-exploitation, the UCB
algorithm is seen to not perform well against ER and
BA networks.

4) The source-destination node pair which is the context
for the contextual bandit algorithm is not sufficient to
learn the best nodes to attack and thereby degrades the
attackers performance.

5) The betweenness-based attack is not ideal in fixed-flow
scenarios as it only indicates the average number of
flows that pass through a node and hence cannot be
used to address such instantaneous scenarios.

6) The performance trends of the various algorithms in
a fixed flow scenario is seen to be similar in all the
networks considered.

7) The performance results show that information about
flows in the network is more important to attack a
network than the network topology itself in a fixed flow
scenario. But notice that the network topology does
provide some information as the performance of the
various attack strategies is better than that of the random
attacker.

8) Overall, it is important to realize that network topology
and flows play a more crucial role in determining the
attacker performance rather than just the number of
nodes of the network. For example, even within the
class of ER networks that have the same number of
nodes, ∆min varies based on the connection probability
p. This affects the learning rates of the algorithms
proposed in this paper.

B. Random flow scenarios

Figs. 8-10 show the performance of the attack strategies
when the flows randomly change (both the number of flows
and also the source-destination node pairs) at every epoch.
Since the flows change every epoch, W is taken to be 1.6

6If the attacker is aware of the time period over which flows remain fixed
before changing, then W can be chosen appropriately.
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The difficulty in learning over various networks is clearly seen
in the results shown. The star network is the easiest to learn
and hence even in this case, the performance of the slotted
explore-exploit algorithm matches that of the optimal attacker
after the initial learning phase. In fact it is the only network
where it is possible to learn the optimal node since the optimal
node does not change regardless of the flows. However, this
is not the case in Figs. 9 and 10 (ER and BA networks)
where there is significant difference in the performance of the
optimal attacker and the slotted explore-exploit algorithm. This
behavior is expected because the learning algorithms cannot
learn the optimal node choice in such a random flow scenario,
which is why the regret (gap between the learning performance
and the optimal performance) incurred in these cases is linear
in time (as mentioned in Section IV-C). In Figs. 9, 10 notice
that the attacker’s performance is better, in terms of the rewards
achieved, in the case of BA networks as compared to the ER
networks. This is because there exists a popular node through
which several flows pass in the BA networks as mentioned
earlier.

It is interesting to notice that in the random-flow scenario,
the slope of the rewards achieved by the slotted explore-
exploit algorithm matches that of the betweenness-based attack
strategy after the learning phase. This indicates that the slotted
explore-exploit algorithm learns to attack the node with the
maximum betweenness metric in G. Since the flows are chang-
ing randomly, the betweenness metric indeed represents the
average number of flows stopped by attacking a node. Hence,
on average a large fraction of the flows indeed pass through
the node that has the maximum betweenness metric. The
performance of the slotted explore-exploit algorithm indicates
that it does not learn about the flows in the network at any
given epoch because it cannot match the performance of
the omniscient attacker. But instead, it implicitly learns the
network topology by learning the node-betweenness metric.
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Fig. 8. Network attack performance against random flows in a Star network,
number of nodes = 50.

The UCB algorithm learns to attack the optimal node only
in the case of a star network albeit more slowly than the
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Fig. 9. Network attack performance against random flows in an ER random
network, p = 0.8, number of nodes = 50.
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Fig. 10. Network attack performance against random flows in a BA network,
number of nodes = 50, connection degree = 5.

slotted explore-exploit algorithm. However, due to its constant
exploration-exploitation schedule and the fact that the optimal
attack choice changes every time instant, its performance
is worse in the cases of ER and BA networks as seen in
Figs. 9 and 10. Therefore it cannot keep up with the randomly
changing flows. As mentioned in the fixed flow case, just
having the source-destination node pair information as context
is not helpful for the contextual bandit algorithm. This can
be seen from Figs. 8-10 where its performance is close to
that of a random attacker. This behavior of the contextual
bandit algorithm suggests that in order to harness the power
of these algorithms, it is appropriate for the attacker to be able
to observe more parameters about the victim and not just the
source-destination node pair.

The main takeaways from the attackers performance against
a network with random flows are-

1) The star network is the easiest to learn irrespective of
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whether the flows are fixed or not.
2) When the flows change randomly, the attacker can only

learn about the average behavior of the flows. Specif-
ically, the attacker learns the node with the maximum
betweenness metric which indicates the average number
of flows that pass through a node in the network.

3) Although the learning algorithms cannot learn the opti-
mal attack strategies, the performance results show that
learning is still important as it enables the attacker to
implicitly learn the network topology by learning the
node with the maximum betweenness centrality metric.

VI. MULTIPLE NODE ATTACK STRATEGIES

Here, we discuss scenarios where the attacker(s) can attack
multiple nodes in the network at the same time. For instance,
such scenarios occur in wireless networks where the attacker’s
transmit power is high enough to attack several nodes in its
vicinity or can use beam forming to selectively attack different
nodes in the network. The max-flow min-cut theorem states
that the maximum amount of flows in a network pass through
the set of edges that form the min-cut of G′ (recall that G′ is
the sub network formed from G with only the set of nodes and
edges that are needed for the flows {f ts,d}s 6=d∈V ). Therefore,
when multiple nodes can be attacked, the attacker must attack
the nodes that form this min-cut to stop a maximum number
of flows. However, this min-cut can be evaluated only when
the network topology is known a priori. However, this is not
the case for the blind (topology unknown) scenarios studied
in this paper, and hence the attacker faces the same dilemma
as discussed previously. Therefore, we present learning algo-
rithms that can be used to disrupt a network by attacking
multiple nodes. Specifically, we study two scenarios– a) a
single attacker can attack multiple nodes and b) multiple
attackers can together attack multiple nodes, with each attacker
capable of attacking only one node.

A. Single attacker

When any k < |V | nodes can be attacked simultaneously,
then there are

(|V |
k

)
possibilities that must be tried by the

attacker in order to identify the best set of nodes that should
be attacked. The total number of actions in such cases can be
exponential depending on the network size and the number of
nodes k that can be attacked. Thus, classical MAB algorithms
(such as UCB) will need an exponential number of time steps
to learn the best set of nodes that should be attacked. However,
the attacker may not have sufficient time and such flexibility in
real-time settings. Combinatorial bandit approaches [45], [46]
have been used to address learning in such scenarios. In these
algorithms, a set of arms (nodes in the current context) are
played (attacked in the current context) together at any given
time instant in an attempt to learn the best set of arms that
minimizes the regret (or maximizes the reward). For example,
these algorithms have been used to address social influence
maximization over a directed graph in [47], to learn which
popular files to be cached in a wireless network in [46] and
several others.

In this paper, we employ the CUCB1 algorithm in [45] to
learn the best set of k nodes to attack in order disrupt a maxi-
mum number of flows in the network under consideration. Due
to space limitations, the implementation aspects of CUCB1
modified for the network interdiction setting can be found in
Appendix IV in the extended version of this paper [28]. The
attacker performance is shown in Fig. 11 and will be discussed
shortly by comparing it with the cases where multiple attackers
can simultaneously attack the network.

B. Multiple attackers

We next consider scenarios where multiple attackers can
simultaneously attack the network by attacking one node
each. In such scenarios, we show that it is not possible for
the attackers to learn (their respective best nodes to attack)
independently of each other and that they have to collaborate
at every time instant to attack the network effectively.

Let J = {1, 2, . . . , J} indicate the set of attackers. Each
attacker’s decisions correspond to attacking one node in the
network: the decision variable for each attacker is denoted by
xtj for the jth attacker and xt−j indicates the decision made by
the other attackers. xtj and xt−j are |V |×1 vectors with either
a 0 or a 1 in each element indicating the node attacked. The
attackers are all indirectly interacting with each other because
the decisions taken by each attacker impacts the total number
of flows stopped in the network. In addition, each attacker
may also face a budget constraint denoted by cj that limits the
attack resources. In this paper, the budget constraint indicates
the number of nodes that can be attacked by each attacker.

For the network interdiction problem considered in this
paper, the jth attacker intends to solve the following problem

max
xt
j

F tG − FG\{xt
j ,x

t
−j}

s.t. cjxtj ≤ k and {xji}
|V |
i=1 ∈ {0, 1}, (13)

where xji is the ith element in the vector xj . Similar problems
are solved by each attacker to find the best node they can
attack. However, notice that each of these problems depends
on the nodes attacked by the other attackers. When such
knowledge is not available i.e., the attackers cannot cooperate
with each other, then (13) is shown to be equivalent to a max-
max decentralized game [12]. However, if there is a centralized
controller that coordinates the actions of all the attackers, then
the network interdiction problem can be jointly written as

max
xt

F tG − FG\{xt}

s.t. cjxtj ≤ k, and {xji}
|V |
i=1 ∈ {0, 1} ∀j = 1, 2, . . . , J,

(14)
where xt = {xtj ,xt−j}.

The decentralized optimization in (13) is inefficient when
compared to the centralized optimization in (14). This arises
due to the fact that each attacker must optimize its decision
without knowledge of the decisions (nodes attacked) taken by
the other attackers. This inefficiency was also characterized by
using a metric known as the price of anarchy in [12], where
it is shown that the inefficiency increases as the size of the
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network increases. Therefore, the attackers must collaborate
with each other to optimally attack a network.

Theorem 3. Multiple attackers cannot learn the optimal
network interdiction strategy independently.

Proof : See the extended version of this paper [28].
In order for the attackers to learn the optimal attack choice

in a real time setting, the slotted explore-exploit algorithm in
Alg. 1 can be modified easily. Specifically, during the explo-
ration phases in Alg. 1 all possible joint actions (Cartesian
product of the individual attackers’ action spaces) must be tried
by the attackers together. Therefore, during the exploration
phase, instead of |V | time instants in Alg. 1, the attackers now
spend

∏NJ

i=1 |Vi| time instants where NJ is the total number of
attackers and Vi indicates the set of nodes that can be attacked
by the ith attacker. The exploitation phase and the transition
between the exploration and exploitation phases remains the
same as in Alg. 1. For this setup, the regret bound can be
shown to be

R(T ) ≤ A
NJ∏
i=1

|Vi|∆max log(T ) +

NJ∏
i=1

|Vi|∆max

+

∞∑
t

2

NJ∏
i=1

|Vi|∆maxt
−A

2 ∆2
min , (15)

The proof is straightforward using the proof of Theorem 1 and
is hence skipped.
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Fig. 11. Network attack performance against fixed flows in a ER network,
with 25 nodes and p = 0.8, when two nodes can be attacked simultaneously
by the attackers.

Fig. 11 shows the performance of the proposed (joint-
learning) algorithm in comparison to independent learning by
the attackers and the omniscient attack strategy that disrupts
multiple nodes (as many as the number of attackers). Also
seen is the performance of a single attacker that can attack
multiple nodes. Firstly, notice that the slope of the rewards
achieved by the single attacker and the multiple attackers
with coordination matches that of the omniscient attacker
after the initial learning phase. This indicates that in both the

cases, the attackers learned the best nodes to attack. Multiple
attackers with coordination learn more slowly than the single
attacker because of the longer exploration phases (of duration
|V |2) as mentioned above. Therefore, this performance (both
the learning rate and the final attack performance achieved)
indicates that it is beneficial for multiple attackers to behave
as a single attacker in practical real-time settings.

In Fig. 11, it is also seen that the joint slotted explore-
exploit learning algorithm (where multiple attacker cooperate)
performs significantly better than the independent learning
techniques (both independent slotted explore-exploit and in-
dependent UCB) where the multiple attackers learn indepen-
dently of the other attackers. The joint learning algorithm
initially performs poorly in comparison with the independent
learning algorithms because of the longer exploration phase of
duration |V |2 as opposed to |V | in the case of independent
learning (again recall that in the case of independent learning,
each attacker independently uses Alg. 1 or UCB). When
attackers are learning independently, they can learn the best
nodes to attack if and only if all possible combinations of
the attackers’ choices are encountered during the respective
exploration phases. But this can be ensured only when there is
cooperation between the multiple attackers or if the exploration
phases (i.e., which nodes to attack at any given time instant)
are decided a priori before the learning starts. Therefore, this
reinforces the fact that cooperation is necessary when multiple
attackers exist and this results in significant performance gains
over naive independent learning.

VII. CONCLUSIONS

In this paper, we studied blind network interdiction strategies
i.e., attacking networks when their topology is unknown.
Several learning algorithms have been proposed that attempt
to learn the best node to attack in order to disrupt the network.
We considered cases where a single attacker or multiple
attackers can attack either a single node or multiple nodes
in the network. We showed that (a) relying on well-known
graph metrics, such as betweenness centrality, to attack a
network works only in the case of star networks and does
not necessarily work for all network topologies unless the
flows are random, (b) under blind scenarios, the learning rates
cannot be improved beyond O(|V |) where |V | is the number of
nodes in the network, (c) in fixed-flow scenarios, the proposed
slotted explore-exploit learning algorithm learns the optimal
node to attack and in random flow scenarios it learns the
node with the maximum betweenness metric in the underlying
network, (d) multiple attackers have to collaborate at every
time instant in order to learn the best set of nodes to attack in
the network when the topology is unknown and (e) the learning
performance, be it a single attacker or multiple attackers,
depends on the network structure and not just the number of
nodes in the network. We also showed that the proposed slotted
explore-exploit learning always performs better, in terms of
the flows stopped, than the popular learning algorithms such
as UCB and contextual bandits. It remains to answer what
additional observable parameters can help the attacker improve
its learning rates i.e., better than O(|V |).
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