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Abstract—Most congestion control schemes are based on user
cooperation, i.e., they implicitly assume that users are willing
to share their private information and to take actions such
that the network operates efficiently. However, a self-interested
and strategic user might exploit such schemes to obtain an
individual gain at the expenses of the other users, misrepresenting
its private information and overusing the resources. We first
quantify the inefficiency of the network in the presence of selfish
users for two different scenario: in the complete information
case – in which the users have no private information – and
in the incomplete information case – in which the users have
private information. Then, we ask whether the congestion control
scheme can be designed to be robust to self-interested strategic
users. To reach this objective, we use an intervention scheme.
For the complete information scenario we describe a scheme
that is able to give the users an incentive to optimally use the
resources. For the incomplete information scenario we describe
two schemes that provide the users with an incentive to report
truthfully and to use the resources efficiently, although not always
optimally. Illustrative results show that the considered schemes
can considerably improve the efficiency of the network.

Index Terms—Flow control, congestion control, game theory,
intervention, mechanism design, incomplete information.

I. INTRODUCTION

NOWADAYS, most of the devices connected to a network
are smart, autonomous and highly programmable, and

they mutually interact in a lot of different situations. For this
reason, the design of network schemes able to handle selfish
and strategic behaviors, exploiting the tools offered by game
theory [1], has gained increasing attention in the recent years
and has led to numerous tutorials [2]–[4] and books [5], [6]
outlining game-theoretic concepts and their usage in wireless
networks.

In this paper, we consider the congestion problem in a store-
and-forward node of a network, namely, the server. Each user
connected to the server, represented by a traffic flow that enters
the server, sends its packets according to a Poisson process.
The server serves the packets following a First Come First
Serve (FCFS) scheme with exponentially distributed service
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time. The system can be modeled as an M/M/1 queue. We
take into account the possibility that users belong to different
classes of traffic, requiring different quality of service. The
class of traffic a user belongs to is represented by a parameter,
called the type of the user. We assume that each user can
independently set its transmission rate to maximize its own
utility represented by the power1, defined in [7] as the ratio
between the throughput and the delay and later extended in
[8] to take into account multiple classes of traffic.

In this context, we use a game theoretic approach to study
the interaction between users in two different scenarios: (1) in
the complete information scenario every user is aware of the
types of the other users and their interaction can be modeled
with a complete information game [1]; (2) in the incomplete
information scenario the users are not aware of the types of
the other users, but a common probability distribution of the
types of the other users exists, and the interaction can be
modeled with a Bayesian game [1]. We show that the self-
interested and strategic nature of the users leads to the overuse
of the resources and to substantial inefficiencies in both cases,
which are quantified using as performance criterion the geo-
metric mean of the users’ utilities. To improve the efficiency
of the network, we design incentive schemes following the
theoretical framework of intervention introduced by [9] and
extended by [10] to deal with private information, imperfect
monitoring and costly communication – in addition to inter-
vention. That is, we allow the manager of the network to
deploy an intervention device that can communicate with the
users, monitor the users’ actions and send an additional flow
of packets to the server, i.e., it can intervene in the network.
By designing the intervention rule – the rule that describes
the selection of the intervention device’s transmission rate –
we are able to show that the intervention scheme can achieve
the goal of providing the users with an incentive to adopt
the optimal transmission rates in the complete information
scenario. For the incomplete information scenario the situation
is more complicated since the private information of the users
– their types – is useful to optimally operate the network. If
communication is possible, the intervention device may ask
users to report their private information and then, using this
information, adopt the optimal intervention rule derived for the
complete information scenario. However, since the users are
strategic, they might lie about their private information, if it is
in their individual interests to do so. Following the theoretical
framework proposed in [10], we design a system of reports,
recommendations and intervention that is able to provide

1Please note that this concept of power has nothing to do with the standard
definition of power as energy per unit of time.
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the users with an incentive to report truthfully and follow
the instructions, despite the fact that they are self-interested.
Since the computation of the optimal scheme is hard, we also
describe an algorithm that converges to a suboptimal scheme.
Moreover, since in some situations it may not be possible
for the users to communicate with the intervention device,
we describe also a scheme that does not require the users to
make reports. Illustrative results show, among other things,
that intervention can considerably increase the efficiency of
the network in the incomplete information scenario as well.

Flow control2 is a necessary operation to make a service
accessible to many users. Several metrics have been consid-
ered as performance indicators. The power was proposed in
[7] as a way to trade-off between throughput and delay. This
concept was later extended in [8] to take into account multiple
classes of traffic. To obtain distributed flow control algorithms,
[11]–[14] model the flow control problem as a network utility
maximization problem, and interpret the Lagrangian multipli-
ers as prices. The users in these works need only to observe the
aggregate information of the system state, keeping the infor-
mation exchange lighter than in our approach. However, since
real monetary transfers are not required and information in
not exchanged strategically, users in these works are implicitly
assumed to be compliant, hence the considered scenarios are
very far from ours. The earlier applications of game theory
to flow control problems with strategic users were limited to
the computation of the inefficient Nash equilibria of existing
congestion schemes. Examples of this approach include [15]–
[17] which use the power as the performance metric, and [18]
that shows that most congestion control schemes used, such
as TCP, encourage a behavior that leads to congestion. [19]
characterizes the Nash equilibrium and the Pareto Boundary
for linearly coupled communication games, leading to the
same result as [16] for the particular case of the flow control
game. Later, with the same philosophy of our work, game
theory was used to design practical schemes to deal with
selfish and strategic users. [20] considers pricing schemes in
routing problems, in which users are charged based on their
resource usage, and show that if appropriate cost function and
pricing mechanism are used, one can find an efficient Nash
equilibrium. [21]–[23] design pricing schemes in flow control
problems that maximize the service provider’s revenue instead
of the users’ satisfaction. In particular, [22], [23] deal also with
incomplete information settings, adopting a Bayesian approach
in which the expected utilities are maximized. [24] uses a
packet-dropping scheme – a particular instance of intervention
schemes – to improve the efficiency of the Nash equilibrium,
allowing to arbitrarily approach the optimal social welfare.
Table I summarizes the differences between the approaches in
the described literature.

What differentiates our paper from the above works is the
strategic aspect associated to the information acquisition. We
consider an incomplete information scenario in which the
users have private information which is important to operate
efficiently the system, and we introduce the ideas of mecha-

2In this article, in order to be consistent with most of the cited literature on
this topic, we use the expression "flow control" to denote a policy which limits
the transmission rates of certain nodes to prevent congestion in a network.
Hence, throughout the paper we will use congestion control and flow control
interchangeably.

TABLE I
COMPARISON AMONG DIFFERENT FLOW CONTROL APPROACHES

[11]–[14] [15]–[19] [20]–[24] our work
Obedient users X
Strategic users X X X
Incentive scheme X X
Strategic info X

nism design [25]–[30] and intervention [9] to create protocols
that elicit the private information of the users. Because the
proposed methodology is novel in the literature, we illustrate
its abilities using a simple and clear to understand deployment
scenario, focusing on a single link of a network. However,
our new methodology is general, and can be applied in many
settings.

The contribution of this work is as follows. First, we
analytically compute the Bayesian Nash Equilibrium (BNE)
of the incomplete information flow control game without
intervention, quantifying its inefficiency. Then, we apply the
intervention scheme in the complete information setting and
we design the device that can achieve the optimal performance.
Finally, we apply the theoretical framework described in
[10] to design schemes able to deal with the incomplete
information scenario as well. Illustrative results show that the
considered schemes can considerably improve the efficiency
of the network.

The remainder of this paper is organized as follows. In
Section II, we formulate the flow control problem. In Section
III, we study flow control games without incentive schemes
and show their inefficiency. In Section IV, we introduce
the intervention device, we design the incentive schemes for
the complete and incomplete information scenarios, and we
quantify the improvement in the network efficiency. Also, we
discuss how this work can be extended to multi–hop networks
and some future research directions. Section V concludes with
some remarks.

II. FORMULATION OF THE FLOW CONTROL PROBLEM

We consider n flows with Poisson arrival rates of a1, a2,
. . . , an that are serviced by a single server with exponentially
distributed service times with mean 1

C . Since we assume that
all packets have the same length, we will talk interchangeably
of arrival rate ( pkts ) and transmission rate (Mbps), and C can
be seen as the channel capacity, in pkt

s , after the server.3 We
refer to each stream of packets as a user, and N = {1, . . . , n}
as the set of users. We assume that each user i can control
its own traffic (e.g., by adjusting the coding quality of its
communication), i.e., it can select its transmission rate (action)
ai ∈ Ai = [0, C]. The system is an M/M/1 queue with a total
input arrival rate λ =

∑n
i=1 ai.

In most cases a user is faced with two conflicting objectives,
i.e., to maximize its throughput4 and to minimize its average
delay. The conflict between throughput and delay is obvious

3We consider packets of the same length to keep a simple notation and
because the qualitative results do not critically depend on this assumption.
However, the model and the analysis can be extended to take into account
packets of different lengths.

4Here the throughput is defined as the average traffic served per unit time,
and ignores the fact that some packets may be corrupted or lost due to physical
layer effects.
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since as more traffic enters the server queue the delays become
larger. In order to incorporate these two measures in a single
performance metric, the concept of power was proposed in [7]
and later extended in [8]. It is defined as the ratio between the
throughput and the average delay, where the exponent of the
throughput is a positive constant. We can therefore write i’s
utility as

Ui(a, ti) = atii (C − λ) = atii

(
C −

n∑
k=1

ak

)
(1)

where a = (a1, . . . , an) ∈ A = A1 × . . . × An denotes the
transmission rate (action) profile and the parameter ti > 0
represents user i’s type.

The value of ti may depend, for example, on the quality
of service of the application corresponding to the i-th stream
of packets. As we will see in Eqs. (2) and (3), that con-
sider compliant users and strategic users respectively, the rate
adopted by a user is increasing in its type. This consideration
suggests the idea that the higher the type of a user, the higher
the importance of the rate, with respect to the delay, for that
user. As an example, streams of packets associated to delay
dependent applications should have a low type while streams
of packets associated to delay tolerant applications should have
a high type.

In general, the applications a server has to deal with may
change over time. For this reason it is useful to define the
type set Ti, for every user i, whose elements represent all
the possible types user i may have. We assume that the type
set is the same for all users and is finite, i.e., Ti = T1 =
{τ1, τ2, . . . , τv}, v ∈ N, τk ∈ R, τ1 < τ2 < . . . < τv , for every
user i ∈ N . Suppose that at the beginning of a communication
session the types of the users connected to the system are
unknown. We assume that a common probability distribution
exists and that user types are independent and identically
distributed (i.i.d.) with π(ti) denoting the probability that
a user has type ti, ti ∈ T1, and π(t) =

∏n
i=1 π(ti) the

probability that the type profile is t, t ∈ T = T n
1 . π(ti)

can be thought as the average fraction of applications having
type ti that require services to the server. We use the notation
a−i and t−i to denote the users’ actions and the users’ types
except those of user i, while A−i and T−i denote the sets of
all possible combinations of users’ actions and users’ types
except those of user i.

The network must be designed to operate efficiently fol-
lowing the manager’s objective, which can be quantified by a
utility function. We assume that the manager’s utility is the
geometric mean of the users’ utilities:

U(a, t) = n

√√√√ n∏
i=1

U+
i (a, ti) = (C − λ)

+
n∏

i=1

a
ti
n

i

where (x)
+
= max {x , 0}.5 This choice allows to maintain

a balance between two competing interests a benevolent
manager might have: to maximize the social welfare of the
network (defined as the sum utility) and to allocate resources

5We consider U+
i instead of Ui for mathematical reasons, because utilities

as defined in Eq. (1) may also be negative, and the geometric mean would lose
meaning with negative quantities. Anyway, notice that it is in the interest of
both the users and the manager to have λ ≤ C, i.e., working in the sub-space
of the original domain such that U+

i = Ui.

fairly, giving to users similar utilities. Notice that maximizing
U(a, t) with respect to the users’ actions is equivalent to
maximizing a proportional fairness of the users’ utilities,
i.e.,

∑n
i=1 lnU

+
i (a, ti), and the optimal solution gM (t) =(

gM1 (t), . . . , gMn (t)
)
, as a function of the users’ types, is given

by (see [19])

gMi (t) =
tiC

n+
∑n

k=1 tk
(2)

We denote by EUi(g, ti) and EU(g) the expected (with
respect to the types) utilities of user i having type ti and of
the manager, where g(t) = (g1(t), . . . , gn(t)) represents the
actions adopted by the users when the type profile is t, i.e.,

EUi(g, ti) =
∑

t−i∈T−i

π(t−i)Ui(g(t), t)

EU(g) =
∑
t∈T

π(t)U(g(t), t)

The benchmark optimum for the manager – the maximum
expected utility he could achieve if users were compliant
to a prescribed scheme – is therefore equal to EU ben =
EU(gM (t)).

III. THE FLOW CONTROL GAMES WITHOUT

INTERVENTION

In this section we compute the outcome of a flow control
problem considering self-interested and strategic users, for
both the complete and the incomplete information scenarios.
Moreover, we quantify the loss of efficiency of the manager’s
utility with respect to the maximum efficiency utility.

A. Complete information scenario

We define the complete information game

Γ0
t = (N,A, {Ui}ni=1)

where each user i selects its action gi(t) strategically, knowing
the types t−i of all the other users.

We denote by gNE0

(t) =
(
gNE0

1 (t), . . . , gNE0

n (t)
)

a Nash

Equilibrium (NE) of the game Γ0
t , which is an action profile

so that each user obtains its maximum utility given the actions
of the other users, i.e., ∀i ∈ N and ∀gi : T → Ai,

Ui

(
gNE0

(t), t
)
≥ Ui

(
gi(t), g

NE0

−i (t), t
)

The NEs represent a solution concept for a complete
information game. The unique NE gNE0

i (t) of Γ0
t is, ∀ i ∈ N ,

(see [19])

gNE0

i (t) =
tiC

1 +
∑n

k=1 tk
(3)

Notice that strategic users use the resources more heavily with
respect to compliant users, i.e., gNE0

i (t) > gMi (t), ∀ i ∈ N
and ∀ t ∈ T (excluding the trivial case n = 1).

The manager’s expected utility in the complete information
scenario is equal to EU(gNE0

(t)).
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B. Incomplete information scenario

We define the incomplete information game

Γ0 = (N,A, T, π, {Ui}ni=1)

where each user i selects its action gi(ti) strategically, know-
ing its own type ti and the probability distribution of the types
of the other users, π(t−i).

We denote by gBNE(t) a Bayesian Nash Equilibrium
(BNE) of the game Γ0, which is an action profile so that each
user obtains its maximum expected utility given the actions of
the other users, i.e., ∀ i ∈ N and ∀gi : T1 → Ai,

EUi

(
gBNE(t), ti

) ≥ EUi

(
gi(ti), g

BNE
−i (t−i), ti

)
If each user acts to maximize its expected utility given the
beliefs it has about the other users, the incomplete information
game is called Bayesian game and the BNEs represent a
solution concept.

Proposition 1. There exists a unique Bayesian Nash Equilib-
rium gBNE(t) of Γ0 which can be obtained by solving a linear
system AgBNE = b. In addition, the inverse of A, A−1, can
be computed analytically.6

Proof: See Appendix A.
The manager’s expected utility in the incomplete informa-

tion scenario is equal to EU(gBNE(t)).

C. Illustrative results

Fig. 1 shows the manager’s expected utility as a function
of the number of users, considering C = 5Mbps and a type
set T1 = {0.1, 1} with uniformly distributed types. The upper
curve represents the benchmark optimum, while the dashed
and the dotted lines represent the manager’s expected utility
when users are strategic, in the complete and incomplete infor-
mation cases, respectively. The manager’s utility when users
act strategically, for both the complete and the incomplete
information scenarios, is far below the benchmark optimum.
Notice that the manager can obtain a higher utility in the
incomplete information scenario with respect to the complete
information scenario, at least when there are more than three
users in the system. This agrees with the results of [32], [33]
where, in a strategic setting, the less closely related the agents’
goals the lower the quantity of information they prefer to
exchange. In our case, the objective of the manager becomes
less closely related to the objective of a single user as the total
number of users increases. In fact, the manager’s objective is
to increase the utility of all users in a fair way, while the goal
of a user is to improve only its own utility, at the cost of the
utility of all the other users. Hence, as the number of users
increases, the selfishness of a single user has a higher negative
impact on the manager’s objective.

IV. THE FLOW CONTROL GAMES WITH INTERVENTION

Fig. 1 shows that the manager’s expected utility in strategic
settings (for both the complete and the incomplete information
scenarios) is much lower than the benchmark optimum. Here
we ask whether the manager can do something to make the

6The expressions of b and A can be found in Appendix A, the expression
of A−1 can be found in [31].
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Fig. 1. Manager’s utility as a function of the number of users.

system robust against strategic users, filling, at least partially,
the gap between the benchmark optimum and the manager’s
expected utility in strategic settings.

We assume that the manager can choose and deploy an
intervention device in the system that (1) can receive commu-
nications from users, (2) can send communications to users,
(3) can monitor the actions of users, and (4) can transmit a
stream of packet x ∈ X = [0, x] to the server, which we inter-
pret following [9] as an intervention. The intervention action
increases the incoming traffic of the server to λ =

∑n
i=1 ai+x,

and the users’ and the manager’s utilities change accordingly:

U I
i (a, ti, x) = atii (C − λ) = atii

(
C −

n∑
k=1

ak − x

)
(4)

U I(a, t, x) = n

√√√√ n∏
i=1

U I+
i (a, ti, x) = (C − λ)

+
n∏

i=1

a
ti
n

i

It is straightforward to check that the users’ and the manager’s
utilities satisfy assumptions A1-A6 of [10]. In particular, the
manager’s preferred action is x∗ = 0 (i.e., no intervention),
and the game Γ0

t defined in [10] coincides with the game Γ0
t

defined in Subsection III-A.
In the complete information scenario, the intervention de-

vice is a tool the manager employs to instruct the users on
how to behave, giving them the incentive to adopt efficient
actions by threatening punishments which are not executed
if users follow the recommendations (we will return on this
later). In addition, in the incomplete information scenario, the
device is also used to retrieve the relevant information from
the users, i.e., their types. First, we formalize a device in
the more general scenario of incomplete information, and we
will then discuss the natural simplifications for the complete
information scenario.

A device is a tuple D = 〈μ, x,Φ〉 where7

• μ : T → A is the message rule, which specifies the
profile of messages to be sent to the users as a function
of the reports received from all users. The users report
(possibly strategically) their types and the intervention
device sends to each user a message representing the
recommended action for that user. If r are the observed

7We restrict our study to devices that ask the users to report their types and
recommend them the actions to adopt, assuming that reports, messages and
actions are perfectly observed and that communication is costless. A more
general definition of the intervention device is given by [10].
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reports we write m = μ(r) for the recommended actions,
m = (m1, . . . ,mn) = (μ1(r), . . . , μn(r)); 8

• x represents the maximum rate at which the intervention
device is able to transmit;

• Φ : T × A × A → X is the intervention rule, which
specifies the transmission rate the device will adopt given
the received reports, the transmitted messages and the
observed actions. If r are the observed reports, m the
transmitted messages and a the observed actions, we
write Φ(r,m, a) for the adopted intervention action.

In the incomplete information scenario, a strategic user i
selects its report ri and its action ai in order to maximize its
expected utility given the information and the beliefs it has.
Specifically, a strategy for user i consists of a pair of functions
(fi, gi), in which fi : T1 → T1 specifies the report of user i
based on its type, and g : T1×Ai → Ai specifies the action of
user i based on its type and on the recommendation received
(note that the recommendation can carry information about the
types of the other users, that can be exploited by i to select
the most appropriate action). As usual, we denote by f and g
the profiles of the two strategies.

In the following, we summarize the different stages of the
interaction between the users and the intervention device in
the incomplete information scenario.

1: each user i sends the report ri = fi(ti) to the intervention
device

2: the intervention device sends the recommended action
mi = μi(r) to each user i

3: each user i takes the action ai = gi(ti,mi)
4: the intervention device monitors the users’ action profile9

a and adopts the intervention action x = Φ(r,m, a)

In this paper we restrict our attention to the class of affine
intervention devices D, in which the intervention level in-
creases linearly with the users’ actions. It may seem restrictive
to only consider such a simple class of devices. However, D
will turn out to be optimal, i.e., it is not possible to increase
the manager’s expected utility by considering more complex
devices.
D = 〈μ, x,Φ〉 is an affine intervention device if the

intervention rule Φ is of the form

Φ(r,m, a) =

[
n∑

i=1

ci(r,m) (ai − ãi(r,m))

]x
0

(5)

where ãi(r,m) ≥ 0 represents a target action for user i,
ci(r,m) ≥ 0 is the rate of increase of the intervention level due
to an increase of i’s action, and [·]ba = min {max {a, ·} , b}.
Though in this abstract definition ãi(r,m) might be different
from the recommended action mi = μ(r), in the schemes we
will propose in the following we will have ãi(r,m) = mi,

8Differently from [10], here we do not consider randomized rules because,
as we will see, pure rules are sufficient to obtain optimal results in the
complete information case and to satisfy the conditions we need to use the
algorithm proposed by [10] in the incomplete information case.

9The device can estimate the users’ rates by counting in real time the
number of packets that each user has sent since the beginning of the
communication session. Such estimates may be inaccurate, in particular in
the first phases of the session. Here we neglect this issue, implicitly assuming
that the session is long enough (with respect to the users’ rates) to converge
very soon to accurate estimates. We will take into consideration an extension
of this work in which we analyze in more detail the impact of imperfect
monitoring.
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Fig. 2. User i’s utility as a function of user i’s action for different intervention
rules.

∀ r, m−i, i.e., ã(r,m) will represent the recommended action
profile.

Fig. 2 shows how the intervention rule Φ changes the
relation between i’s utility and i’s action, for given type,
report and message profiles and assuming that the other
users adopt the target action profile ã−i(r,m). The utility of
user i is plotted for three different values of the parameter
ci(r,m) (ci(r,m) = 0 means that the intervention device
never intervenes). For an action ai lower than the target action
ãi, i’s utility is as if the device did not exist. However,
for an action ai higher than the target action ãi(r,m), i’s
utility is lower compared to the utility it would have obtained
without the device, and the gap increases as ci increases. In
fact, if the users adopt the target action profile ã(r,m) the
intervention level is 0, but if a single user i deviates from
the recommendation adopting an action ai > ãi(r,m), the
intervention device reacts transmitting a flow of packets with
a positive rate x = Φ(r,m, a) that is increasing in ci(r,m),
and affects the utilities of all users. This agrees with our view
of intervention as a threat of punishments that are not executed
if all users follow the recommendations.

As noted before, in the complete information scenario the
interaction between the users and the device can be simplified,
because the type profile t is known by everybody. In particular,
since the device already knows t, the reports do not play any
role and we can consider fi(ti) = ti, ∀ i (or, alternatively, we
can skip stage 1). Moreover, the users know in advance the
messages they will receive because messages are a determin-
istic function of the type profile (hence, also stage 2 can be
skipped). Finally, since reports and messages are given, the
intervention rule can simply be written as a function of the
users’ actions: Φ(a) = Φ(t, μ(t), a). In particular, for an affine
device the parameters ci = ci(t, μ(t)) and ãi = ãi(t, μ(t)) are
constant. Thus, in the complete information scenario a device
is simply described by x and Φ. In this context, each user i
has to select an action ai to maximize its utility.

Given a device D, in both the complete and the incomplete
information cases, the interaction among users can be modeled
as a game. Note that the device is not strategic: it follows
the pre-programmed rules. However, the manager behaves
strategically in committing to a choice of a device. In the
following we provide the tools for the manager to choose a
device in the class D, for both the complete and the incomplete
information scenarios.
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A. Complete information scenario

In the complete information scenario, given a device D =
〈x,Φ〉, the interaction among users is modeled with the game

Γt =
(
N,A,D,

{
U I
i

}n
i=1

)
in which each user i strategically selects the action gi(t) (the
dependence on t shows that if the type profile t changes, the
game Γt changes as well and the users may decide to take
different actions) to maximize its utility U I

i , see Eq. (4).
The outcome of such interaction is represented by the NE.

We say that the device D sustains an action profile g(t) in
Γt if g(t) is a NE of Γt. We say that the device D sustains
an action profile g(t) in Γt without intervention if D sustains
g(t) and Φ(g(t)) = 0. If such a device exists, we say that g(t)
is sustainable without intervention in Γt. The manager faces
the problem of choosing a device D so that there exists a NE
of the game Γt that gives it the highest utility U I among what
is achievable with all possible NEs.

Lemma 1. Consider the affine device D such that, ∀ i ∈ N ,

ci ≥ ti (C −
∑n

k=1 ãk)− ãi
ãi

x ≥ ci [ti (C −
∑n

k=1 ãk)− ãi]

1 + ti(1 + ci)
(6)

If ã ≤ gNE0

, then ã is a NE of Γt.10

Proof: See Appendix B
Interpretation: If a ci high enough is selected, and if the

device is able to transmit with a large enough transmission
rate, the utility function decreases for an action greater than ãi
(this situation is shown in Fig. 2 for ci = 2), i.e., the threat of
punishment discourages the users from adopting actions higher
than the target. Hence, if the utility of user i is increasing
before the target action ãi (in particular, this is valid if ãi ≤
gNE0

i ), as in Fig. 2, then user i’s utility has a maximum in
ãi, which becomes the best response action for user i.

Proposition 2. ∀ t ∈ T , the optimal profile gM (t) is sus-
tainable without intervention in Γt, adopting the device x ≥

C

1 + τ1
, ã = gM (t) and ci ≥ n− 1, i ∈ N .

∀ t ∈ T , every strategy profile a ≤ gNE0

(t) is sustainable
without intervention in Γt, adopting the device x ≥ C, ã = a

and ci high enough (i.e., ci ≥ τv(C−
∑n

k=1 ãk)−ãi

ãi
), i ∈ N .

Proof: First, consider the second affirmation. The con-
dition of Eq. (6) on x is automatically satisfied if the right
hand side is lower than 0. Moreover, if it is higher than 0,
the right hand side is increasing in ci. In fact, the function
h(ci) = aci

b+aci
, with a, b > 0, is increasing in ci, because

h′(ci) = ab
(b+aci)2

> 0. Thus, the condition of Eq. (6) on x
becomes stricter as ci increases. Taking the limit for ci → +∞
we can find the following stricter condition on x that does not
depend on ci:

x ≥ ti (C −
∑n

k=1 ãk)− ãi
ti

= C −
n∑

k=1

ãk − ãi
ti

10Throughout the paper, inequalities between vectors are intended
component-wise.

In order to obtain conditions that are independent of users’
types and action profiles to sustain, which will be useful
for the incomplete information scenario, we can consider the
following stricter conditions:

x ≥ C −
n∑

k=1

ãk − ãi
τv

, x ≥ C −
n∑

k=1

ãk , x ≥ C (7)

As for ci, we can find a stricter condition independent of users’
types substituting ti with τv . Thus, once the action profile to
sustain is fixed, it is sufficient to select a ci satisfying

ci ≥ τv (C −
∑n

k=1 ãk)− ãi
ãi

(8)

Now consider the first affirmation. Substituting ã = gM (t)
we obtain

ci ≥ ti (C −
∑n

k=1 ãk)

ãi
− 1 = n− 1

As to x, substituting ã = gM (t) into the second condition of
Eq. (7) we obtain

x ≥ nC

n+
∑n

k=1 tk

Finally, since the right hand side is decreasing in
∑n

k=1 tk, a
stricter condition can be obtained substituting tk = τ1, ∀k ∈
N , obtaining

x ≥ C

1 + τ1

If the device is able to transmit a stream of packets with a
rate higher than a certain threshold (that is upper-bounded by
C), if ã = gM (t) and if ci ≥ n− 1, the threat of punishments
is an incentive for the users to adopt the optimal action
profile gM (t). Note that, in this case, the punishments are not
executed. Thus, the manager can extract the maximum utility
from the game Γt. The following corollary is an implication
of this consideration.

Corollary 1. The class of affine intervention rules D is
optimal (i.e., it is not possible to gain more by considering
more complex devices) in the complete information scenario.

Finally, the manager’s expected utility for the complete
information scenario with the intervention device is equal to
the maximum efficiency utility EU(gM (t)).

B. Incomplete information scenario

In the incomplete information scenario, given a device D =
〈μ, x,Φ〉, the interaction among users is modeled with the
Bayesian game

Γ =
(
N,A, T, π,D,

{
U I
i

}n
i=1

)
in which each user i strategically adopts the functions fi :
T1 → T1 (which specifies the report of user i based on its
type) and gi : T1 × Ai → Ai (which specifies the action of
user i based on its type and on the recommendation received)
to maximize its expected utility

EU I
i (f, g, ti, D) =

∑
t−i∈T−i

π(t−i)U
I
i (a, ti, x)
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where, ∀ k ∈ N ,

rk = fk(tk) , m = μ(r) , ak = gk(tk,mk) , x = Φ(r,m, a)

The outcome of such interaction is represented by the
BNE. We say that the device D sustains a strategy profile
(f, g) in Γ if (f, g) is a BNE of Γ. We say that the device D
sustains a strategy profile (f, g) in Γ without intervention if
D sustains (f, g) and Φ(r,m, a) = 0, ∀ t ∈ T . The manager
faces the problem of choosing a device D so that there exists
a BNE of the game Γ that gives it the highest expected utility

EU I(f, g,D) =
∑
t∈T

π(t)U I(a, t, x)

among what is achievable with all possible BNEs.
We say that a device is incentive compatible if it sustains

the honest and obedient strategy profile, in which users report
truthfully their types and adopt the suggested actions, i.e.,
fi(ti) = ti and gi(ti, μi(t)) = μi(t), ∀ i, t.

In the following we apply the results derived in [10] to
find the conditions for the existence and the computability of
a device – which we call maximum efficiency device – that
allows the manager to achieve its benchmark optimum. In
case such device does not exist, the network cannot operate
as efficiently as in the compliant users scenario. Moreover,
in this case the optimal device is hard to compute. For this
reason, we consider two suboptimal devices which are easier
to compute than the optimal device.

1) Existence and calculation of a maximum efficiency de-
vice: We wonder if there are some conditions under which the
manager can select a device to obtain the same utility it would
achieve with compliant users. The following result provides an
answer to this question.

Proposition 3. If ∀ l = {1, . . . , v − 1} and ∀ t−i ∈ T−i,(
n+

∑
j �=i tj + τl+1

n+
∑

j �=i tj + τl

)τl+1(
τl

τl+1

)τl

≥ 1 (9)

then the affine device μ(t) = gM (t), x ≥ C

1 + τ1
, ãi(r,m) =

m and ci ≥ n− 1, i ∈ N , is a maximum efficiency incentive
compatible device.

Proof: See Appendix C
Notice that all maximum efficiency incentive compatible

devices must recommend the optimal action profile, i.e.,
μ(t) = gM (t), and provide an incentive for the users to
adopt it by threatening severe enough punishments. However,
if condition (9) is not satisfied, the device might not be able
to give to the users the incentive to report truthfully.

2) Algorithm that converges to an incentive compatible
device: Here we specialize, for the flow control application,
the general algorithm proposed in [10, Sec VI] that converges
to an incentive compatible device. Such an algorithm is
used off-line by the manager to select an efficient incentive
compatible device. Prop. 2 guarantees that, at each step of the
algorithm, the considered device sustains without intervention
(i.e., in the equilibrium path punishments are never executed)
the suggested action profile μ(r) in Γr (note that the suggested
action profile will never be higher than gNE0

(t)).
In the algorithm text Wi(ti, t

′
i) denotes the expected utility

that user i, with type ti, obtains reporting type t′i and adopting

the suggested action, when the other users are honest and
obedient and the intervention device does not intervene, i.e.,

Wi(ti, t
′
i) =

∑
t−i∈T−i

π(t−i)Ui(μ(t
′
i, t−i), t)

The algorithm has been designed with the idea of minimiz-
ing the distance between the optimal action profile gM (t) and
the suggested action profile μ(t), for each possible type profile
t. If a maximum efficiency device exists, the initialization of
the algorithm corresponds to a maximum efficiency incentive
compatible device and the algorithm stops after the first itera-
tion. If a user i having type τs can benefit by pretending to be
of type τl (i.e., Wi(τs, τs) < Wi(τs, τl)), for each type profile
τ = (τl, t−i) the algorithm increases the recommended action
for user i – if it is lower than gNE0

i (τ) – or the recommended
actions for the other users. In both cases, the new device is
selected such that the new suggested action profile μ(τ) is
sustained without intervention in Γτ . Proceeding in this way,
the algorithm will converge to a device in which no user can
benefit by pretending to be of another type. In fact this is of
course true if, ∀ t, μ(t) = gNE0

(t), because in this situation
each user is always adopting its best action given the types and
the actions of the others. Since at each step of the algorithm
the recommended action of a user i is increased by a finite
amount εi toward gNE0

i (t), the condition μ(t) = gNE0

(t)
will be reached after a finite number of iterations, in case
the algorithm does not stop before. The bigger the steps εi,
i ∈ N , the quicker the convergence of the algorithm. On the
other hand, the smaller the steps, the closer the final suggested
action profile to the optimal one.

Algorithm 1 Flow control algorithm.

1: Initialization: ∀ r ∈ T , x ≥ C, μ(r) = gM (r),
ã(r, μ(r)) = μ(r), ci(r, μ(r)) ≥ n− 1

2: For s = 1 : v and l = 1 : v
3: If Wi(τs, τs) < Wi(τs, τl)
4: For t−i ∈ T−i

5: τ ← (τl, t−i)
6: If μi(τ) < gNE0

i (τ)

7: μi(τ)← min
{
μi(τ) + εi, g

NE0

i (τ)
}

8: ã(τ, μ(τ)) = μ(τ) , ci(τ, μ(τ)) satisfying (8)
9: Else for k = 1 : m, k �= i

10: μk(τ)← min
{
μk(τ) + εk, g

NE0

k (τ)
}

11: ã(τ, μ(τ)) = μ(τ) , ck(τ, μ(τ)) satisfying (8)
12: Repeat from 2 until 3 is unsatisfied ∀ s, l

3) Communication-free device: In this Subsection we de-
fine a new type of device, called communication-free device,
in which reports do not play any role for the final outcome,
i.e., the message and intervention rules do not depend on
reports. This is particularly useful in situations where it is
not possible for the users to communicate with the device,
or where communication is very expensive. However, also
for scenarios where users can send reports, a communication-
free device might represent a good sub-optimal device that is
efficient and easy to compute.

Consider the communication-free device D that, indepen-
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dently of users’ types, suggests action profile a,

a = argmin
a∈A

[
− ln

(
C −

n∑
i=1

ai

)
Et

[
n∏

i=1

a
ti
n
i

]]

ai ≥ 0 , ai ≤ C , ∀i ∈ N (10)

Proposition 4. Eq. (10) defines a convex problem if τv ≤ n.
Moreover, if the device D sustains a without intervention in Γ,
then D is an optimal communication-free incentive compatible
device and the manager’s expected utility is EU(a).

Proof: See Appendix D

Corollary 2. Consider the communication-free device D such
that, ∀ r ∈ T and ∀ i ∈ N ,

μ(r) = a , Φ(r, a, a) =

[
n∑

i=1

ci(a)(ai − ai)

]x
0

ci(a) ≥ τv (C −
∑n

k=1 ak)− ai
ai

, x ≥ C (11)

If a ≤ gNE0

(t), ∀ t ∈ T , then D is an optimal communication-
free incentive compatible device and the manager’s expected
utility is EU(a).

Proof: It is sufficient to show that D sustains a without
intervention in Γ. Notice that Φ(r, a, a) = 0, so it is sufficient
to show that a is an equilibrium in Γ. Notice that D satisfies
the conditions of Lemma 1, ∀ t ∈ T , therefore D sustains a
in Γt, i.e., ∀ t ∈ T , ∀ i ∈ N , ∀ âi ∈ Ai,

Ui (a, t, x) ≥ Ui (âi, a−i, t, x̂)

where x = Φ(r, a, a) and x̂ = Φ(r, a, âi, a−i). As a conse-
quence, ∀ i ∈ N , ∀ ti ∈ T1 , ∀ âi ∈ Ai,∑
t−i∈T−i

π(t−i)Ui (a, t, x) ≥
∑

t−i∈T−i

π(t−i)Ui (âi, a−i, t, x̂)

Hence, a in an equilibrium in Γ.
Notice that a ≤ gNE0

(t), ∀ t ∈ T , is a sufficient condition
for D to be an optimal communication-free incentive com-
patible mechanism, but it is not necessary. In fact, D might
sustain a without intervention in Γ even if a � gNE0

(t) for
some t ∈ T .

C. Illustrative results

In the following we are going to quantify the manager’s
expected utility and the expected throughput and delay for
each type of user in different scenarios. We consider C =
5Mbps and a common type set T1 = {0.1, 1}. Except for
Fig. 4, we assume that the types are uniformly distributed,
i.e., P (0.1) = P (1) = 0.5, and we plot the results varying the
number of users from 2 to 16.

We first look at how the manager’s expected utility varies
increasing the number of users, in the complete and incom-
plete information scenarios. The left side of Fig. 3 refers
to the complete information scenario. The overlapped upper
lines represent the manager’s expected utility when users
are compliant and when they are strategic with the device
derived in Subsection IV-A. The manager’s expected utility
is decreasing in the number of users because, as the number
of users increases, the total congestion experienced by every
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Fig. 3. Manager’s expected utility vs. number of users for the complete and
incomplete information scenarios.

user increases as well. However, it is remarkable that with
the intervention scheme the manager can completely fill the
gap between the benchmark optimum and its expected utility
when the users are strategic but no incentive scheme is adopted
(dotted line). The reason behind this result is that the device
threatens punishments which are not executed if the users
follow the recommendations, and in the complete information
scenario such threats are strong enough to deter deviations
from the recommendations.

The right side of Fig. 3 refers to the incomplete information
scenario. In this scenario the manager is guaranteed to achieve
the benchmark optimum using the device derived from the
algorithm (dashed line) if the number of users is sufficiently
small. In fact, for a number of users less than or equal to
3, it is straightforward to check that the sufficient condition
(9) is satisfied, hence, a maximum efficiency device exists
and the algorithm converges to it. For a larger number of
users, there is no guarantee of optimality, and in fact the
results of Fig. 3 show that in this case the manager’s expected
utility is lower than what could be obtained with compliant
users. However, the manager can still considerably increase its
expected utility compared to the case of strategic users and no
incentive scheme (dotted line), by adopting the device derived
from the algorithm for a number of users lower than 8 and
the communication-free device (dash-dot line) for a number
of users greater than or equal to 8 (the device defined by (11)
turns out to sustain the solution of (10) without intervention in
Γ). It is not surprising that the communication-free device is
able to obtain good performance for a large number of users,
in fact in this situation the manager is able to foresee more
accurately the fraction of users of a certain type, hence the
information about users’ types becomes less important.

Now we investigate how the results depend on the type
probability distribution for the incomplete information sce-
nario. In Fig. 4 we fix the number of users to 4 and we vary
the probability of the low type, P (0.1), from 0 to 1, which
is equivalent to varying P (1) from 1 to 0. We can see that
the gap between the benchmark optimum and the manager’s
expected utility achievable with the device derived from the
algorithm is not strongly dependent on the type probability
distribution. In fact, such a mechanism provides incentives
for each type of user to be honest and obedient, even though
some user types rarely occur. Notice that in the algorithm
the recommended action profile for a certain type profile is
increased by a finite amount ε if the users do not have an
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Fig. 4. Manager’s expected utility vs. low type probability for the incomplete
information scenario.

incentive to report truthfully, which has the effect to produce
the little step visible in Fig. 4 (the lower ε, the smoother the
step). On the contrary, the performance penalty incurred by
the communication-free device is strongly dependent on the
probability distribution of user types. In fact, the recommended
and enforced action profile depends exclusively on the type
probability distribution. As an example, if the low type occurs
rarely, the device will suggest the users to adopt an action
profile that is close to the objective of the users with high
type, that will probably be the majority of the users in the
network. In the extreme case, if low type users are for sure
not present in the network (i.e., P(0.1) = 0), then the adopted
action profile will maximize the interests of the users having
high type and the communication-free device is able to achieve
the benchmark optimum. Notice that in this situation the
manager has no uncertainty about the types of the users in
the network, which is the reason why it is able to extract
the maximum utility. In some sense, the uniform probability
distribution represents the worst case for the communication-
free device because the manager has the highest uncertainty
over the types of the users in the network.

So far we have only considered the utility as performance
indicator. However, the utility includes the two real perfor-
mance metrics, throughput and delay. Now we investigate
the expected throughput and delay achievable with the con-
sidered schemes in the complete and incomplete information
scenarios, for each type of user.11 Fig. 5 shows the expected
throughput (left-side) and delay (right-side) for the complete
information scenario. Continuous lines refer to the high type
users, while dashed lines refer to the low type users. Notice
that the high type users obtain a higher expected throughput
and a higher expected delay compared to the low type users
(this will be true also for the incomplete information scenario),
since the higher the type the higher the user’s preference for
throughput with respect to delay. In both pictures, the upper
(continuous and dashed) lines refer to the strategic scenario
without intervention device, in which the users adopt the NE
action profile, while the overlapped lower (continuous and
dashed) lines represent the optimal action policy, obtainable
with compliant users or with strategic users with the device de-
rived in Subsection IV-A. With no incentive scheme, strategic

11Notice that all users in the network experience the same delay. However,
such delay depends on the type profile: the higher the number of high type
users with respect to the number of low type users, the higher the delay. Thus,
the expected delay for a low type user is lower than the expected delay for a
high type user.
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Fig. 5. Total expected throughput and delay vs. number of users for the
complete information scenario.

users tend to overuse the resources of the network, transmitting
with higher rates compared to the optimal ones. This translates
into much higher delays, that increase quickly as the number
of users increases. Conversely, the optimal transmission policy
is such that the expected delay is almost constant with respect
to the number of users. This means that also the aggregate
throughput is almost constant, and the rate of each user scales
as n−1.

Fig. 6 shows the expected throughput (left-side) and delay
(right-side) for the incomplete information scenario. Continu-
ous lines refer to the high type users, while dashed lines refer
to the low type users, with the exception of the performance
obtainable adopting the communication-free device, repre-
sented by the dash-dot line, in which different types of users
adopt the same action and experience the same throughput
and delay. In both pictures, the upper (continuous and dashed)
lines refer to the strategic scenario without intervention device,
in which the users adopt the BNE action profile, while the
lower (continuous and dashed) lines represent the optimal
action policy. The performance obtainable adopting the device
derived from the algorithm lies in between. The lines that
represent the expected delay for the BNE action profile are
truncated for a number of users equal to 3 and 5 because
for more users the system might become unstable. In fact,
in the BNE the expected utility of a user is maximized,
given that the other users adopt the BNE. However, for some
type profile instances, the utility might be equal to 0, i.e.,
the delay might diverge. Thus, the expected delay diverges
as well, since there is a positive probability that the network
becomes congested. The device derived from the algorithm
allows to improve this situation, limiting the delay experienced
by each user. However, such a delay increases almost linearly
as the number of users increases. This is the reason why the
communication-free device, at a certain point, even though it is
not able to differentiate the service given to different classes
of traffic, is able to obtain a better performance (from the
manager’s utility point of view) than the mechanism derived
from the algorithm. In the communication-free device each
user, independently of its type, adopts a rate which is between
the optimal rates adopted by the low type users and the high
type users, and this situation reflects in the expected delay.
This results in a very low and constant delay with respect to
the number of users.
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Fig. 6. Expected throughput and delay per user vs. number of users for the
incomplete information scenario.

D. Discussion and future work

In this work we have proposed a new methodology to create
protocols that elicit the private information of the users, and
we have illustrated its abilities using a simple and clear to
understand deployment scenario, focusing on a single link of
a network. Here we discuss how this work can be extended
to multi–hop networks and some future research directions.

Consider the multi–hop scenario represented in Fig. 7, in
which the final users are directly connected to the router
R1, the router R1 is connected to the router R2, and R2 is
connected to the Internet core. We focus on Links 1 and 2,
but similar considerations apply to the subsequent hops. The
rate r1 between routers R1 and R2 may depend on physical
constraints (i.e., the channel capacity), on regulations, and
on the network state (e.g., the rate r2 and the traffic load
entering router R2). If the manager of router R2 has reasons
to suspect that R1 (or the other entities connected to R2) may
inject too much traffic, it can adopt the same approach we
considered in this paper, i.e., it may use an intervention device
D2 designed with a rule which provides R1 with an incentive
to communicate truthfully its relevant information (e.g., the
type of traffic it is serving) and adopt an efficient rate r1.
Once the rate r1 is determined, the router R1 has to guarantee
that Link 1 is shared efficiently among users. This can be done
using the device D1 and adopting the methodology considered
in this work. That is, our approach can be independently
applied in each link of the network, whenever there are reasons
to suspect that the involved entities may behave selfishly and
strategically.

A possible extension to this work involves a different type
of utilities, in which users are interested in maximizing a
trade–off between end–to–end throughput and delay, instead
of focusing only on the throughput and delay of the single link.
In this case the intervention at router R1 is coupled with the
intervention at router R2, and these interventions may affect
each other, like in a leader–follower game, where one inter-
vention needs to consider the effect of the other interventions
downstream. This study is left for future research.

V. CONCLUSION

In this paper we have analyzed the performance of a con-
gestion control scheme in the presence of self-interested and
strategic users, both when the users have private information
and when they do not have private information. We have quan-
tified the inefficiency of the NE of the complete information

Fig. 7. Representation of a flow control problem in a multi–hop network.

game and the BNE (which is analytically computed) of the
incomplete information game. To improve the efficiency of the
network, we have deployed in the system an intervention de-
vice. For the complete information scenario, we have designed
a device able to provide the incentive for the users to adopt
the optimal transmission rate, by threatening punishments if
they deviate. Such a scheme is able to obtain the optimal
performance achievable when the users act cooperatively. For
the incomplete information scenario, we have designed two
devices: the first one is able to retrieve the private information
from the users giving them the incentive to report it truthfully;
the second one is based only on the a priori information that
the device has about the users. Illustrative results show that
these devices can considerably increase the efficiency of the
network in the incomplete information scenario as well.

APPENDIX A
PROOF OF PROPOSITION 1

Proof: We want to find the value of gi(ti) that maximizes
EUi(g, ti).

EUi(g, ti) = Et−i [Ui(g(t), ti)] = gi(ti)
tiEt−i [(C − λ)] =

= gi(ti)
ti

⎡
⎣
⎛
⎝C − gi(ti)−

n∑
j=1,j �=i

Etj [gj(tj)]

⎞
⎠
⎤
⎦

∂ lnEUi

∂gi(ti)
=

ti
gi(ti)

− 1

C − gi(ti)−
∑n

j �=i Etj [gj(tj)]

∂2 lnEUi

∂g2i (ti)
= − ti

g2i (ti)
− 1(

C − gi(ti)−
∑

j �=i Etj [gj(tj)]
)2

Because the second derivative is negative, we impose the
first derivative equal to 0, obtaining that the Bayesian Nash
Equilibrium gBNE must satisfy, ∀ i ∈ N and ∀ l = 1, . . . , v,

(1 + τl) g
BNE
i (τl) + τl

n∑
j=1,j �=i

v∑
k=1

π(τk)g
BNE
j (τk) = Cτl

(12)

The system of equations defined by (12) can be written as
a matrix equation of the form

AgBNE = b

where

gBNE =

⎡
⎢⎣

gBNE
1

...
gBNE
n

⎤
⎥⎦ , gBNE

i =

⎡
⎢⎣

gBNE
i (τ1)

...
gBNE
i (τv)

⎤
⎥⎦ ,
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b =

⎡
⎢⎣

b̂
...
b̂

⎤
⎥⎦ , b̂ =

⎡
⎢⎣

Cτ1
...

Cτv

⎤
⎥⎦ ,

A =

⎡
⎢⎢⎢⎣

Λ τ ·P · · · τ ·P
τ ·P Λ · · · τ ·P

...
...

. . .
...

τ ·P τ ·P · · · Λ

⎤
⎥⎥⎥⎦ ,

Λ = diag (1 + τ1, . . . , 1 + τv) , τ =

⎡
⎢⎣

τ1
...
τv

⎤
⎥⎦ ,

P =
[
π(τ1) . . . π(τv)

]
.

A−1 can be analytically computed applying the matrix
inversion lemma to

A =

⎡
⎢⎣

Λ− τ ·P
. . .

Λ− τ ·P

⎤
⎥⎦+

+

⎡
⎢⎣

I
...
I

⎤
⎥⎦ · [ τ ·P . . . τ ·P ]

where I is the identity matrix in Rv×v. Due to space limita-
tions, we avoid to write down such computations and the final
expression of A−1. They can be found in [31].

APPENDIX B
PROOF OF LEMMA 1

Proof: For a generic user i, we want to prove that ãi is
the best action given that the other users adopt ã−i. We study
the sign of the derivative of the logarithm of i’s utility with
respect to i’s action

∂ lnU I
i (ai, ã−i, ti, x)

∂ai
=⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ti
ai
− 1

C −∑k �=i ãk − ai
ai < ãi

ti
ai
− 1 + ci

C −∑k �=i ãk − ai − ci(ai − ãi)
ãi < ai < ãi +

x

ci
ti
ai
− 1

C −∑k �=i ãk − ai − x
ai > ãi +

x

ci

We denote by aBR
i (a−i) the best response function of user

i, i.e., i’s action that maximizes i’s utility when the action
vector of the other users is a−i. Since the users’ utilities satisfy

the assumptions A4-A6 of [10],
∂U I

i (ai, ã−i, ti, x)

∂ai
≥ 0 for

ai < ãi. In fact U I
i (a, ti, x) is increasing with respect to ai in[

0, aBR
i (ã−i)

)
and ãi ≤ gNE0

i = aBR
i (gNE0

−i ) ≤ aBR
i (ã−i),

where the first inequality is an assumption of the Lemma and
the last inequality is valid because of the submodularity of
the game. Hence, a sufficient condition for ãi to be the best

action for user i is
∂U I

i (ai, ã−i, ti, x)

∂ai
≤ 0 for ai > ãi.

Consider first the case ãi < ai < ãi +
x

ci
. In this interval

we have that
∂U I

i (ai, ã−i, ti, x)

∂ai
≤ 0 if and only if

ci ≥
ti

(
C −∑n

k=1,k �=i ãk − ai

)
− ai

ti (ai − ãi) + ai

The right hand side term is decreasing in ai, therefore the

condition is valid in ãi < ai < ãi +
x

ci
if and only if it is

valid in ãi, obtaining

ci ≥ ti (C −
∑n

k=1 ãk)− ãi
ãi

(13)

Notice that (13) is also a necessary condition for ãi to be the
best action (and hence for ã to be a NE). In fact, if it is
not satisfied then U I

i (ai, ã−i, ti, x) is strictly increasing in ãi
and, for the continuity of U I

i (ai, ã−i, ti, x) with respect to ai,
we can find an action âi > ãi such that U I

i (âi, ã−i, ti, x) >
U I
i (ãi, ã−i, ti, x).

Consider now the case ai > ãi +
x

ci
. In this interval we

have that
∂U I

i (ai, ã−i, ti, x)

∂ai
≤ 0 if and only if

x ≥ ci [ti (C −
∑n

k=1 ãk)− ãi]

1 + ti(1 + ci)

Given the condition (13) on ci, this last condition is sufficient
(but not necessary) for ãi to be a global maximizer. In fact
in this way U I

i (ai, ã−i, ti, x) becomes quasi-concave in ai:
increasing for ai < ãi and decreasing for ai > ãi.

APPENDIX C
PROOF OF PROPOSITION 3

Proof: Conditions 1, 3 and 4 of [10, Prop.2] are satisfied.
It remains to verify that 2 is satisfied, i.e., ∀ ti, t̂i ∈ T1,

∑
t−i∈T−i

π(t−i)a
ti
i

(
C −

n∑
k=1

ak

)
≥
∑

t−i∈T−i

π(t−i)â
ti
i

(
C −

n∑
k=1

âk

)

(14)

where, ∀j �= i,

ai =
tiC

n+
∑

k �=i tk + ti
, aj =

tjC

n+
∑

k �=i tk + ti
,

âi =
t̂iC

n+
∑

k �=i tk + t̂i
, âj =

tjC

n+
∑

k �=i tk + t̂i
(15)

In particular, Eq. (14) is valid if, ∀ t−i ∈ T−i,

atii

(
C −

n∑
k=1

ak

)
≥ âtii

(
C −

n∑
k=1

âk

)
(16)

Substituting Eq. (15) into Eq. (16) we obtain:(
n+

∑
k �=i tk + t̂i

n+
∑

k �=i tk + ti

)ti+1(
ti

t̂i

)ti

≥ 1 (17)

We use the notation b = n+
∑

k �=i tk, and y = t̂i
ti

. We want
to find the condition on ti and y such that

h(y) =

(
b+ tiy

b+ ti

)ti+1

y−ti ≥ 1
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Notice that h(1) = 1. We take the derivative of h with
respect to y

h′(y) = tiy
−ti−1

(
b+ tiy

b+ ti

)ti ( y − b

b+ ti

)

h′(y) ≥ 0⇔ y ≥ b⇔ t̂i
ti
≥ n+

∑
k �=i tk.

f( t̂iti ) is decreasing in t̂i until t̂i = ti

(
n+

∑
k �=i tk

)
, then

it is increasing. This implies that for t̂i < ti Eq. (16) is
satisfied, i.e., user i has no incentive to report a lower type.
However, if t̂i → t+i , since h′(1) < 0, then user i has an
incentive to communicate a higher type (this result is linked
to [10, Prop.2]). In fact Eq. (16) is not satisfied ∀ t−i ∈ T−i,
and therefore Eq. (15) is unsatisfied. Since the function h( t̂iti )

increases for t̂i > ti

(
n+

∑
k �=i tk

)
, the only way for Eq.

(16) to be satisfied is that the function f(y) will eventually
reach the value 1 for a value xth = τ th

ti
and all the types

higher than ti are higher than the threshold value τ th. Notice
that it is sufficient that this condition is verified by the type
that follows ti. Substituting ti with τl and t̂i with τl+1 into
Eq. (17) we obtain Eq. (9).

APPENDIX D
PROOF OF PROPOSITION 4

Proof: First, we demonstrate that Eq. (10) describes a
convex problem if τv ≤ n. The constraints describe a convex
set. We can rewrite the objective function in the following way

f(a) = − ln

[(
C −

n∑
i=1

ai

)∑
t∈T

π(t)

n∏
i=1

a
ti
n

i

]

= − ln

[(
C −

n∑
i=1

ai

)
n∏

i=1

v∑
l=1

π(τl)a
τl
n

i

]
=

= − ln

(
C −

n∑
i=1

ai

)
−

n∑
i=1

ln
v∑

l=1

π(τl)a
τl
n
i

We calculate the partial derivatives of f(a)

∂f(a)

∂aj
=

1

C −∑n
i=1 ai

−
∑v

l=1 π(τl)
τl
n a

τl
n −1
j∑v

l=1 π(τl)a
τl
n

j

∂2f(a)

∂a2j
=

1

(C −∑n
i=1 ai)

2 +

(∑v
l=1 π(τl)

τl
n a

τl
n −1
j

)2
(∑v

l=1 π(τl)a
τl
n

j

)2 +

−
(∑v

l=1 π(τl)
τl
n

(
τl
n − 1

)
a

τl
n −2
j

)(∑v
l=1 π(τl)a

τl
n

j

)
(∑v

l=1 π(τl)a
τl
n

j

)2
∂2f(a)

∂aj∂ak
=

1

(C −∑n
i=1 ai)

2

We have
∂2f(a)

∂a2j
≥ ∂2f(a)

∂aj∂ak
≥ 0, where the first inequality

is valid if τv ≤ n.
Before concluding, we state and prove the following

Lemma.

Lemma 2. The matrix

H =

⎡
⎢⎢⎢⎣

α1 β . . . β
β α2 . . . β
...

. . .
...

β β . . . αn

⎤
⎥⎥⎥⎦

where αi ≥ β ≥ 0, ∀ i = {1, 2, · · · , n}, is positive semidefi-
nite. If the first inequality is strict, it is also positive definite.

Proof:

H = β

⎡
⎢⎢⎢⎣

1 1 . . . 1
1 1 . . . 1
...

. . .
...

1 1 . . . 1

⎤
⎥⎥⎥⎦+
⎡
⎢⎢⎢⎣

α1 − β 0 . . . 0
0 α2 − β . . . 0
...

. . .
...

0 0 . . . αn − β

⎤
⎥⎥⎥⎦

Therefore

wT ·H ·w = (α1 − β)w2
1+ · · ·+(αn − β)w2

n+β

(
n∑

i=1

wi

)2

wT ·H ·w ≥ 0 ∀w if αi ≥ β ≥ 0 ∀ i. wT ·H ·w > 0 ∀w �= 0
if αi > β ≥ 0 ∀ i.

Applying Lemma 2 to the Hessian of the function f(a) we
obtain that the Hessian is positive semidefinite, therefore the
function f(a) is convex.

As for the optimality of the communication-free incentive
compatible device D, we have

max
a∈A

Et

⎡
⎣ n

√√√√ n∏
i=1

U I+
i (a, ti,Φ(r,m, a))

⎤
⎦

≤ max
a∈A

Et

⎡
⎣ n

√√√√ n∏
i=1

U I+
i (a, ti, x∗)

⎤
⎦ =

= max
a∈A

(
C −

n∑
i=1

ai

)+

Et

⎡
⎣ n

√√√√ n∏
i=1

atii

⎤
⎦ =

max
a∈A

(
C −

n∑
i=1

ai

)
Et

[
n∏

i=1

a
ti
n

i

]

Thus, if D sustains a, D is an optimal communication-free
incentive compatible device.
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