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Abstract—We study the problem of personalizing survival estimates of patients in heterogeneous populations for clinical decision support. The desiderata are to improve predictions by making them personalized to the patient-at-hand, to better understand diseases and their risk factors, and to provide interpretable model outputs to clinicians. To enable accurate survival prognosis in heterogeneous populations we propose a novel probabilistic survival model which flexibly captures individual traits through a hierarchical latent variable formulation. Survival paths are estimated by jointly sampling the location and shape of the individual survival distribution resulting in patient-specific curves with quantifiable uncertainty estimates. An understanding of model predictions is paramount in medical practice where decisions have major social consequences. We develop a personalized interpreter that can be used to test the effect of covariates on each individual patient, in contrast to traditional methods that focus on population average effects. We extensively validated the proposed approach in various clinical settings, with a special focus on cardiovascular disease.

Index Terms—Personalized risk prediction, Personalized prognosis, Survival analysis, Bayesian inference, Permutation tests.

I. INTRODUCTION

We focus in this work on developing a class of new prognostic scoring models for time-to-event analysis, such as the time to disease onset or time to death; the developed prognostic models are personalized and interpretable. We are driven by the challenge of capturing the diverse information modern medical data sets provide to inform clinical decision making at a greater level of depth. Evidence from medical research and practice have shown that health care, and particularly data-driven methodologies based on large heterogeneous cohorts, must be specifically tailored to the patient and the disease in question in order to improve prognosis and medical understanding [1], i.e. it must be personalized. Therapies and procedures effective on a particular patient subgroup might result in a very different outcome for a different subgroup [2]; thus predictive models not accounting for heterogeneity may perform well on average, but will likely underestimate or overestimate the risks for specific sub-populations. For this reason the field of personalized medicine has emerged as a promising approach to understanding survival and the onset of diseases [1] at the individual level with the potential to significantly improve health care [3].

The prognostic scoring method developed in this work is general and can be applied to a variety of diseases and medical conditions. However to illustrate the need for a flexible and personalized approach to prognostic scoring, we use a cohort of critical patients wait-listed to receive a heart transplant. Patients on the wait-list are subject to an extremely volatile status; available treatments, co-morbidities and past history are known to have a very heterogeneous effect on individual survival outcomes, which makes predicting and minimizing mortality in the wait-list a notoriously difficult problem, but crucial for an effective treatment allocation scheme [4]–[6].

Predictive models describing survival dynamics fall under the umbrella of survival analysis. Broadly defined, survival analysis is a method for analyzing data where the target variable is the time to the occurrence of an event of interest. The goal of these models is not only to examine the effects on the time until an event occurs, but also to assess the relationship of survival time to explanatory variables. Survival and event history analysis departs fundamentally from common supervised learning problems by not only focusing on the outcome but also analysing the time to an event. Widely used regression methods for survival analysis include Cox-proportional hazards model [7] and parametric models based on Weibull, Exponential and Log-normal distributions [8], these provide interpretable variable effects but inference in individual patients is restricted by a common survival shape. More flexible non-parametric methods have also been proposed, for instance, tree based methods such as Random Survival Forests (RSF) [9], Conditional Inference Forests [10] and Bayesian Additive Regression Trees [11]–[13] model survival times solely data-driven, without making any distributional assumptions. These have been shown in [14] to achieve performance gains in heterogeneous medical cohorts. However, differences in model outputs for two different patients or the impact of covariates cannot be inferred from these models, and thus clinicians are unable to explain decisions based on them, which is critical in order to be clinically useful [15], [16].

Contribution. In this paper, we regard individual survival trajectories as being generated by a hierarchical process in which heterogeneity is captured in all aspects of the survival distribution, and subsequently propagated through the hierarchy resulting in personalized survival distributions. The proposed model is Bayesian: we assign a prior distribution over the space of latent parameters of a parametric survival distribution, and update the posterior distribution given
observations from medical data. Uncertainty in predictions is directly quantifiable from the posterior distribution over individual survival curves, whose parameters relate to actual clinical variables. Model outputs can thus be interpreted in the context of the clinical application at hand. The influence of covariates on survival is encoded in latent variables through a non-parametric probabilistic model; high-dimensional feature spaces and weak signals are then efficiently represented by letting the data determine the model complexity. We provide a detailed description of the model in Section III, and then propose a sampling algorithm for learning posterior distributions of parameters in Section IV.

We supplement our clinical decision support tool with a post-processing procedure we call the personalized interpreter to formally test for the significance of covariates on survival outcomes for an individual patient. Our aim is to infer what covariates significantly influence survival for the patient-at-hand, in a personalized manner. Henceforth, we refer to our proposed clinical prognostic scoring model as Hierarchical Bayesian Survival (HBS) model.

II. RELATED WORK

Predictive models. Closest to our work are techniques which model survival with a regression function embedded in a parametric model, this was considered in [17] and [18]. The work in [17] considers a hierarchical Bayesian Weibull linear model to identify relevant biomarkers through shrinkage priors. While they are able to perform variable selection, for prediction in heterogeneous cohorts, the Weibull and linearity of covariate effects assumptions are restrictive. In [18], the authors use Bayesian Additive Regression Trees within a Weibull, Log-Normal and Cox-Proportional Hazards model, but limit the covariate influence on the location of the distribution which fails to model sub-population dynamics in heterogeneous cohorts. In this paper, we depart from these works by explicitly avoiding a common survival shape for the whole population and specify a more general survival distribution. We are therefore able to learn a richer set of hazard shapes from data. This is useful for personalized medicine in that the random shape parameters can be viewed as characteristic to a particular subgroup, that may vary across subgroups due to biological or environmental differences that are measurable [19]. In [13], the authors apply Bayesian Additive Regression Trees (BART) [11] directly to survival data by discretizing the time horizon and modelling survival status in narrow time windows.

Understanding variable effects – Interpreter. Techniques inferring individual variable effect have been proposed in [23] as an extension to partial dependence plots [24] by evaluating model predictions fixing the set of covariates relating to a particular individual rather that averaging out their impact over the covariate distribution. Uncertainty in the model construction, however, is not captured by these methods - a threshold for significance is not discussed. We propose a permutation-based statistical test that reconstructs a null distribution capturing the uncertainty in individual covariate effects and thus we are able to assess the statistical significance of covariates on an individual basis.

III. METHODS

A. Problem formulation

We are concerned with heterogeneous patients populations whose covariates may influence their survival outcome in potentially very different ways. Each patient \( i \) is characterized by a \( d \)-dimensional vector of covariates \( X_i \in \mathcal{X} \) (with realization \( x_i \)), an outcome variable \( T_i \in \mathbb{R}^+ \), the time until the event of interest drawn from a distribution \( T_i \sim \mathbb{P}(X_i) \) and an indicator variable \( \delta_i \) referring to the type of event observed. Patients being followed in a study may drop-out resulting in a potential event being unobserved; thus in this case \( \delta_i \) refers to right censoring (\( \delta_i = 0 \)) or the occurrence of the event (\( \delta_i = 1 \)).

Our goal is to estimate the survival function

\[
S(t|X_i) = \mathbb{P}(T_i > t|X_i)
\]

As discussed in the Introduction, the relationship between patient covariates, time and survival outcome will be complex for many modern data sets. Specifically we aim to,

- Allow for flexible interactions between patient covariates, time and survival that are personalized to each individual. That is, \( S \) will be modelled by a flexible function with few assumptions constraining its behaviour.
- Provide a tractable prognostic model whose features remain clinically meaningful (relate to actual clinical variables) and which provides understanding of disease progression within patient sub-populations.

The relationship between survival and patient covariates is to be estimated from an observational data set \( \mathcal{D} \) comprising \( n \) independent samples of the random tuple \( \{X_i, \delta_i, \delta_i T_i + (1 - \delta_i) C_i\} \). \( C_i \) represents the censoring time drawn from a distribution assumed independent from covariates \( X_i \), a common assumption in the survival literature.

The probability of event within a suitable time window \( \Delta t \), \( \mathbb{P}(T > t + \Delta t | T > t, X_i) \) is of great importance; for instance, it is used as a risk score based on which clinicians prioritize therapies for patients and design treatment plans. We define
the probability density function \( f_i(t) = -\partial S_i(t)/\partial t \). We can equivalently characterize survival through the hazard function defined as
\[
\lambda(t|X_i) = \lim_{dt \to 0} \frac{\Pr(t \leq T_i \leq t + dt|T_i \geq t, X_i)}{dt}
\]
which represents the instantaneous risk of the event occurring, and thus gives insight into the rate of change of survival probabilities. Survival and hazard functions are related by \( \lambda_i(t) = -\partial \log(S_i(t))/\partial t \).

B. Hierarchical Bayesian Model

In this section we introduce a patient-specific survival prediction model with the goal of making only few assumptions about structural aspects of the data while remaining interpretable by fully specifying the survival and hazard functions. Through a generative probabilistic model, we estimate the survival distribution \( T_i \) directly and model its components with separate models to encode different aspects of a heterogeneous population.

1) Time-to-event model: The time to the event of interest, such as diagnosis of a disease or death, \( T_i, i = 1...n \) is assumed to be generated from a Generalized Gamma distribution (GG) [25].
\[
T_i \sim GG(\beta_i, \sigma_i, \lambda_i)
\]
The motivation is that it contains as special cases most of the familiar distributions used in time-to-event settings such as the Weibull (\( \lambda = 1 \)), Gamma (\( \sigma = \lambda \)), Log-Normal (\( \lambda = 0 \)) and Exponential (\( \lambda = \sigma = 1 \)) distributions and is thus able to flexibly model a wide range of processes while its parameters relate to meaningful real-world quantities such as the hazard shape (which is unavailable in purely nonparametric models). Formally, a random variable \( T \in \mathbb{R}^+ \) is \( GG(\beta, \sigma, \lambda) \) distributed if its probability density function, for \( t > 0 \), is of the following form:
\[
f(t) = \frac{|\lambda| (\lambda^{-2} - \lambda^{-2}t)^{-\frac{\lambda-2}{\sigma}}}{\sigma \Gamma(\lambda-2)} (e^{-\beta t})^{1/\sigma} \exp\{-\lambda^{-2}(e^{-\beta t})^{\lambda/\sigma}\}
\]
where \( \Gamma(x) \) denotes the Gamma function. The parameters \( (\beta, \sigma, \lambda) \in \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R} \) model the location, scale and shape of the distribution respectively. \( \beta \) acts multiplicatively on time only; thus for fixed parameters \( (\sigma, \lambda) \), \( \beta \) governs the median time-to-event time, i.e. \( \beta = \log(\text{median}) + c(\sigma, \lambda) \), \( c \) a function independent of \( \beta \). This makes parameter \( \beta \) a natural candidate to express the influence of covariates.

We introduce prior distributions on all latent parameters to construct the hierarchical process from which the observed data is assumed to be generated. The graphical model in Figure 1 illustrates this structure. Motivated by ensemble methods we leverage the relationship between the functional terms \( (\beta, \sigma, \lambda) \), each optimizing a specific aspect of the time-to-event distribution to model heterogeneity. For instance, the distributional shape is subgroup-specific while the median time-to-event is unique to each individual.

2) Regression model: We treat \( \beta_i \) as a latent variable that will incorporate the influence of a patient’s covariates on its expected median survival. To accommodate for the wide variability in individual features and their impact on observed survival dynamics, \( \beta_i \) is represented with Bayesian Additive Regression Trees. BART is a probabilistic "sum of trees" model with normal noise in which individual trees \( h \) are prevented from overwhelming the fit by imposing a regularization prior on the tree structure \( Z = \{Z_j\}_j \) and leaf output \( M = \{M_j\}_j \) parameters. We refer the reader to [11] for a more detailed exposition. Formally we write,
\[
\beta_i | x_i \sim g(x_i) + \epsilon_i, \quad \epsilon_i \sim N(0, \alpha)
\]
\[
g(x_i) := E\left( \sum_j h(x_i; Z_j, M_j) \right)
\]
\[
\alpha \sim 1/\chi^2
\]
We set the prior for \( \alpha \) to be the conjugate inverse chi-square distribution [11]. \( g \) represents the BART hypothesis for the relationship between covariates and median survival which specifies the prior mean of the \( \beta \) latent variables thereby encouraging sampling close to the estimates of \( g \). The error in the estimation determines the confidence in the estimated relationship and thus regulates how certain the updated prior is. This prior distribution of \( \beta \) will itself be updated within the sampling algorithm to jointly optimize both the prior and posterior given observed covariates according to highest likelihood of the observed events and time to event.

This structure allows us to naturally incorporate complex regression functions to model the influence of covariates and inform the prior with this relationship (prior mean) and confidence in predictions of the complex regression function (prior variance).

The choice of tree-based methods is especially appealing in contexts of heterogeneous populations. Tree based methods have the advantage of providing predictions based on multiple features without prior selection, we are able to recover sparse signals in high dimensional feature spaces (e.g. in genetics). They are robust, that is, not affected by monotonic
transformations such as scaling or shifting of the data. This can be important as many covariates are recorded subject to nuisance variability which may bias results [26].

Patients in heterogeneous populations often display fundamentally different survival trajectories beyond differences in median event times that can be discovered from data. As an example, severe diseases such as breast cancer often require invasive treatments that may significantly increase the short term risk of death but lower it in the long run relative to a control population, so that hazard shapes are different. Methodologies not accounting for this heterogeneity ("one size does not fit all"). To deal with this heterogeneity, we allow for different behaviours to be learned effectively from data through the dependence of subgroup-specific shape parameters on a partition of interest \( \{ C_j \}_{j=1}^{J} \). We specify

\[
\begin{align*}
\sigma_i &= \sigma_j I(i \in C_j), \quad \sigma_j \sim \mathcal{G}(\eta_0, \eta_1) \quad (7) \\
\lambda_i &= \lambda_j I(i \in C_j), \quad \lambda_j \sim \mathcal{N}(\gamma_0, \gamma_1) \quad (8)
\end{align*}
\]

Individuals within the same subgroup share the survival shape specification. \( \mathcal{G} \) denotes the Gamma distribution and \( (\eta_0, \eta_1, \gamma_0, \gamma_1) \) are fixed hyper-parameters. Prior distributions are chosen by sampling to be weakly informative about the survival shapes; we generate parameter values \((\beta, \sigma, \lambda)\) from the priors and ensure the corresponding survival curves \( \mathcal{G}(\beta, \sigma, \lambda) \) cover a broad set of possible survival dynamics. The partition \( \{ C_j \}_{j=1}^{J} \), in practice, will be provided by field experts according to the sub-populations to be analyzed or depending on context-based meaningful criteria. The influence of co-morbidities on survival, in particular, can be analyzed in our framework by specifying different shape parameters to the relevant patient sub-populations, and thus quantitatively and qualitatively compare the sub-populations with different co-morbidities. An example of the use of our model for multimorbid populations is given in section V-C.

**IV. LEARNING AND INFERENCE**

We infer optimal latent parameter variables \( \theta = (\beta, \sigma, \lambda, Z, M) \) from the posterior distribution of parameters given the data and model. The posterior summarizes the distributional hypothesis about the data generating process that most closely agrees with the observed data and prior model. We compute the posterior with Bayes formula.

\[
p(\theta | D) \propto p(D | \theta) p(\theta)
\]

and thus under the assumption that model parameters are related by the dependency structure in Figure 1 the joint posterior is given by

\[
p(\beta, \sigma, \lambda, Z, M | D) \propto p(D | \beta, \sigma, \lambda)p(\sigma, \lambda)p(\beta | Z, M) \\
\times \prod_j p(\sigma_j)p(\lambda_j) \prod_{i \in C_j} p(\beta_i | Z, M, \alpha)
\]

\[(9)\]

The likelihood of observed data is given by,

\[
p(D | \theta) = \prod_j \prod_{i \in C_j} f(t_i; \beta_i, \sigma_j, \lambda_j)^{\delta_i} S(t_i; \beta_i, \sigma_j, \lambda_j)^{1-\delta_i}
\]

\[(10)\]

where \( S(t_i) := \mathbb{P}(T > t_i) \) and \( \{ C_j \}_{j=1}^{J} \) denotes the subgroup partition. The expressions involved make direct posterior inference intractable. To approximate the posterior we rely on sampling from a Markov Chain with stationary distribution the posterior in (9) using a Metropolis within Gibbs Markov Chain Monte Carlo (MCMC) scheme [27]. We start by initializing parameter values \((\beta, \sigma, \lambda)\) with the maximum likelihood parameter estimates of a Generalized Gamma model for the average patient while the remaining variables are drawn from their prior distributions. In each iteration of the procedure, given the initialized parameter \( \beta \), we update the tree structure and terminal node parameters (variables \( Z, M \)) using a tailored version of the Bayesian backfitting MCMC (BB-MCMC) algorithm [11], [28]. The dispersion parameter \( \alpha \) of the error term \( \epsilon \) is then updated by sampling from the full conditional (since we chose a conjugate prior for \( \alpha \)). The updated regression tree model \( g \) and \( \alpha \) parameter determine at this stage the prior mean and variance of \( \beta, \beta_i \sim \mathcal{N}(g(x_i), \alpha) \). Subsequently, each parameter related to the survival distribution, \((\beta, \sigma, \lambda)\), is updated by cycling through the parameter space, each component sequentially. Each marginal conditional distribution is sampled with a Metropolis step, the acceptance ratio is computed from the
available fully specified likelihood and prior distribution since we restrict ourselves to independent prior distributions. We log-transform the $\sigma$ parameter to the real-valued domain and use a random walk proposal distribution for all variables with adaptive step size (proposal variance), updated every 50 iterations to ensure an acceptance rate of around 40%. Algorithm 1 details the complete procedure.

**Offline computational complexity for training the HBS prognostic model.** We would like to note that at run-time, when the HBS model is deployed, the computational complexity is minimal. The learning complexity only plays a role when the model is learned on the basis of the available data. Hence, its complexity does not represent a major issue in practice. However, to understand the complexity associated with training the HBS model as compared to other prognostic models, we provide a brief analysis of this offline complexity and provide training times for all experiments. The complexity of computing posterior samples for HBS is $O(T \times (G(N,D) + N + J))$ where $N$ is the number of patients, $D$ is the number of covariates, $J$ is the number of clusters and $G(N,D)$ is the computational complexity of estimating $g$, which has been shown empirically in [12] to be approximately linear in both $N$ and $D$. In every iteration of the sampler $g$ is updated. The remaining operations can be performed in $O(N + J)$.

V. INTERPRETER: UNDERSTANDING PERSONALIZED SURVIVAL ESTIMATES

To understand the variable influence of a covariate on an individual patient we introduce at this stage a personalized interpreter to explain the learned relationship from patient covariates to median survival time, $X \rightarrow \beta$. Given the elaborate nature of survival dynamics, this is of clinical interest for updating current consensus guidelines and to generate clinical hypotheses. By looking at individual patients and their similarities we advocate our method as a phenotype discovery tool to learn latent representations that capture structure in data and may represent real patterns of illness. The proposed approach is composed of two parts: 1) an individual variable effects measure, and 2) a statistical test to assess the significance of the predicted individual variable effects.

A. Individual Variable Effects

We approximate the individual covariate impact on survival with Individual Conditional Expectation curves (ICE) [23]. ICE curves are computed from a fitted model by varying the level of the covariate of interest while fixing the remaining patient information. Consider a variable of interest $X_s$ observed to take the value $X_{j,s} = x_{j,s}$ (the $(j,s)$ entry of data matrix $X$) for patient $j$ and a baseline level $X_s = b$ a clinician would want to compare with. For a fitted model $g$ we define the individual impact on survival as:

$$\phi(x_{j,s}; b) = \exp(\hat{g}(X_{j,s} = x_{j,s}, x_{j,-s}) - \hat{g}(X_{j,s} = b, x_{j,-s})) - 1 \quad (11)$$

where $x_{j,-s}$ denotes all other covariates of patient $j$ which are held fixed. From the relationship between $\beta$ and median survival in the $GG$ distribution we can show that for an individual patient,

$$\phi(x_{j,s}; b) = \frac{med(T_j|X_{j,s} = x_{j,s}) - med(T_j|X_{j,s} = b)}{med(T_j|X_{j,s} = b)} \quad (12)$$

This is the relative change in individual predicted median survival time attributed to a value $X_{j,s} = x_{j,s}$. Note that the ICE curve averaged over all patients is Friedman’s Partial Dependence curve [24]. A curve can be constructed relative to a baseline $b$ by varying $y$ in $\phi(x_{j,s} = y; b)$. In this way variable impact can be assessed at the individual level, that is, based on the combination of covariates of an individual patient. This reveals how a treatment, say, applied to the whole population may affect different subgroups and individual patients differently. This is in contrast to traditional methods that infer the impact on an average patient, such as the magnitude of estimated parameters in a Cox model. However, individual estimates might exhibit large variability, dependent on model construction or the specific population being analyzed. Therefore we developed a nonparametric statistical test which evaluates the null hypothesis of no effect on survival of a particular covariate for a particular patient, which frames and quantifies our uncertainty in estimated individual effects.

B. Statistical Significance of Predicted Effect

A high predicted individual covariate effect is not immediately indicative of a corresponding significant covariate effect since variability in the model construction might lead us to conclude that the predicted effect was generated by chance. To assess statistical significance of the patient-specific effect of a covariate on median survival we propose a non-parametric permutation test shown in Algorithm 2. We repeatedly estimate the individual covariate effect (with (12)) for a selected patient after permuting the covariate of interest in the data to obtain a null distribution of no effect. The predicted effect is then compared to the quantiles of this null distribution to estimate the significance of the predicted effect. The permutation test accurately represents our process of inference because our null hypothesis is that of no impact of the variable on the outcome. The intuition is that generated individual covariate effects under the hypothesis of no effect far from the original predicted effect suggest statistical significance as it would be unlikely to have been generated by chance.

VI. EXPERIMENTS

In this section we perform a statistical analysis on UNOS observational medical data (see below, section V-B); and evaluate the predictive ability of HBS in comparison to the wide range of models described previously. Further predictive performance comparisons on two additional publicly available medical data sets, related to Cardiovascular diseases and Breast Cancer, are provided in the Appendix.
Algorithm 2: Individual Significance Test

Input: predicted effect $\phi^{obs}(x_{j,s};b)$ for patient of interest $j$ and number of null samples $n$

for $i$ from 1 to $n$ do
  $X' \leftarrow$ data $X$ with variable $s$ randomly shuffled;
  $\hat{g} \leftarrow$ optimal $g : X' \rightarrow \beta$;
  $\phi^{(i)}(x_{j,s};b) \leftarrow$ individual impact under model $\hat{g}$;
end

$p$-value $\leftarrow |\{i : |\phi^{obs}(x_{j,s};b)| > |\phi^{(i)}(x_{j,s};b)|\}|/n$

Output: Significance of predicted effect $\phi^{obs}(x_{j,s};b)$

A. Performance Assessment

Performance assessment of survival data is complicated due to the presence of censoring, labels and event times are not observed for every individual. In this paper we adopt two common approaches used in the literature: the time-dependent concordance index (C-index) [29] defined as,

$$C(t) := \mathbb{P}(\hat{S}_i(t) > \hat{S}_j(t)|\delta_i = 1, t \leq T_j, T_i > T_j)$$

and the mean square error (MSE), called Brier Score ($BS$) [30] in this setting:

$$BS(t) := \mathbb{E}[(\delta_i(t) - (1 - \hat{S}_i(t)))^2]$$

where $\delta_i(t)$ denotes the survival status of patient $i$ at time $t$ (1 if the event has occurred, 0 otherwise).

The time-dependent C-index as defined above corresponds to the probability that predicted survival times are ranked in accordance to the actual observed survival times, it thus serves as a measure of the discriminative power of a model. The C-index is defined on the $[0.5, 1]$ interval, with 0.5 corresponding to performance of random guesses and 1 corresponding to perfect ordering of survival times. The Brier Score is a measure of calibration, summarizing the predictive accuracy of a model. It measures the discrepancy between the actual observed status and the probability of event at that time. A low Brier Score is desirable. In all experiments, these metrics are adjusted for censoring, the implementations are done with the functions cindex and pec from the $R$ package pec.

We compare our model with a wide range of baseline algorithms from the Biostatistics and Machine Learning communities.

**Biostatistics.** Prediction algorithms from the field of Biostatistics are widely used in medical practice due to straightforward implementation and interpretable model outputs. As a first comparison we use the Weibull parametric model (Weibull) [8] with linear predictor under the assumption that the effect of a covariate is to accelerate or decelerate the time to event process by a constant. As a semi-parametric alternative we implement Cox-Proportional Hazard Model (Cox) [7] which assumes instead hazards to be in constant proportion over time but relaces the distributional assumption of the Weibull model, the baseline hazard function remains unspecified. Its flexibility and ease of interpretation make it widely used for time-to-event analysis in all fields. We evaluate also the fully non-parametric estimator, the Nonparametric Additive Hazards Model of Aalen (Aalen) [31].

**Machine Learning.** The Machine learning community as recently contributed extensively to developing survival models and have shown performance gains in complex heterogeneous patient cohorts. We consider the tree-based algorithms Random Survival Forest (RSF) [9] and Conditional Inference Forest (CForest) [10] as frequentist fully non-parametric competing methods. We consider also Bayesian Additive Regression Trees (BART) implemented directly [13] as a probabilistic alternative to the frequentist procedures above. We compare with Cox proportional hazards model by component-wise likelihood-based boosting (CoxBoost) [32] that uses an L2-norm penalized version of the partial log-likelihood maximized in Cox with parameter values updated through boosting iterations. Finally we implement the Weibull-Tree model (Wei-Tree) from [18] with their recommended prior specifications.

Hyperparameters are set by cross-validation for Coxboost and BART. Biostatistics techniques do not require hyperparameter specifications and are implemented of the shelve. RSF and CForest are implemented with 500 and 1000 base trees, the default specifications in the implementations of [9] and [10] used here.

B. Data Description

We retrospectively analyzed a cohort from the publicly available United Network for Organ Sharing (UNOS) data set 1. UNOS encompasses an open cohort of prospectively collected donor specific and follow-up data from 1987 containing all patients undergoing orthotopic heart transplantation in the U.S. The miss-balance of heart transplant demand and available pool donors requires a carefully designed allocation scheme that establishes a priority order to distribute healthy hearts with the goal to maximize the allocation of donor hearts to patients with the greatest likelihood of dying while waiting for a donor organ. While on such a wait-list, Left Ventricular Assist Devices (LVADs), a mechanical pump that is implanted inside a patients’ chest to help a weakened heart pump blood, have increasingly been used to bridge patients to orthotopic heart transplantation. Currently, in the circumstances of rapid deterioration, LVAD mechanical failures and infections, patients get assigned high priority for a heart transplant; in normal conditions, due to the frequent complications of these devices, medically stable patients implanted with an LVAD can get high priority status (1A) for a period of 30 days in which transplant occurs [33]. With the introduction of second generation, continuous flow LVADs (cLVAD), the UNOS criteria for listing patients for heart transplantation and for determining their status for priority has not resulted

1 Available at https://www.unos.org/data/
in the best use of a limited resource. The risk of serious complications is now low, which may result in less urgency to perform heart transplantation in clinically stable patients, current patients receiving donor hearts are no longer the ones at greatest risk of mortality [4]–[6]. cfLVADs are associated with improved functional capacity and quality of life on average but its effect is remains highly heterogeneous [34]. The goal of the present study is to determine the effect of cfLVADs on survival and investigate the individual impact of patient characteristics and its interactions with cfLVADs.

For the purposes of this analysis, we selected the cohort entering the wait-list in 2010; this is because patients who received an LVAD in this period were guaranteed to have received a second generation cfLVAD, and have been followed up for at least 6 years to assess their survival trajectories in the wait-list. In addition, paediatric patients, that is, individuals under 21 years old, were left out from the study. The extracted cohort comprises 792 patients described by 17 covariates including demographic characteristics, a number of physiological markers and interventions. Table I shows the feature distribution for the control and cfLVAD treated sub-populations.

### C. Model specification and Analysis

Parameter values were estimated by HBS with 5000 iterations of the MCMC sampler in addition to 1000 iterations as burn-in, which we found to be sufficient for exploration of the posterior distribution space. Posterior convergence was assessed by running 5 chains with random starting points. Prior distributions were chosen to generate prior survival dynamics (ie survival times within the range (0,350) weeks and survival shape undefined). We found $\lambda \sim \mathcal{N}(0, 2)$, $\sigma \sim \mathcal{G}(1, 1)$ and $\beta \sim \mathcal{N}(5, 1)$ to be appropriate. The subgroup structure was chosen to partition the patient population in treated with cfLVAD and not-treated, the object of the analysis. An initial comparison of the total wait-list time and mortality shows the benefits of cfLVAD, those patients surviving on average 256 days whereas patients without cfLVAD on average 69 days. Thus we find a clear average benefit of cfLVADs. Estimated HBS parameter values show this divergence and also markedly different patient behaviour among the two groups. The treated group displays an arc-shaped hazard $(\hat{\sigma}, \hat{\lambda}) = (1.52, -0.13)$ while the control group displays a decreasing hazard $(\hat{\sigma}, \hat{\lambda}) = (2.77, -0.54)$. These distinct behaviours could not have been learned by any of the subfamilies of the $GG$ distribution, its flexibility is needed to accurately describe heterogeneous patient populations.

<table>
<thead>
<tr>
<th>Mean (Std. Dev.)</th>
<th>Treated</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Patients</td>
<td>270</td>
<td>522</td>
</tr>
<tr>
<td>Age (y)</td>
<td>52.97 (11.1)</td>
<td>52.24 (12.3)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>86.16 (20.3)</td>
<td>90.11 (19.1)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>174.45 (10.5)</td>
<td>174.04 (10.0)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>37%</td>
<td>34%</td>
</tr>
<tr>
<td>Male</td>
<td>70%</td>
<td>72%</td>
</tr>
<tr>
<td>Body Mass Index</td>
<td>29.42 (5.3)</td>
<td>28.30 (5.3)</td>
</tr>
<tr>
<td>Creatinine (dose)</td>
<td>1.36 (0.7)</td>
<td>1.45 (1.0)</td>
</tr>
<tr>
<td>Ventilator</td>
<td>3.3%</td>
<td>3.8%</td>
</tr>
<tr>
<td>ECMO</td>
<td>1.48%</td>
<td>1.53%</td>
</tr>
<tr>
<td>VAD</td>
<td>20%</td>
<td>4%</td>
</tr>
<tr>
<td>Blood Type A</td>
<td>30%</td>
<td>34%</td>
</tr>
<tr>
<td>Blood Type B</td>
<td>10%</td>
<td>16%</td>
</tr>
<tr>
<td>Blood Type AB</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>Blood Type 0</td>
<td>59%</td>
<td>54%</td>
</tr>
<tr>
<td>IABP</td>
<td>7%</td>
<td>6%</td>
</tr>
<tr>
<td># prev. transplants</td>
<td>0.02 (0.13)</td>
<td>0.07 (0.27)</td>
</tr>
</tbody>
</table>
disease of interest which has far-reaching effects on treatment design and the remedial-diagnostic process [36]. Co-morbidity has been shown to intensify health care utilization and to increase medical care costs for patients with diabetes [37]. We illustrate this interrelation with chronic cardiovascular diseases with HBS to stress the heterogeneous behaviour of multi-morbid patients as compared to patients without recorded multi-morbidity, here diabetes. Estimated average survival and hazard curves for all diabetic and diabetes-free patients are shown in Figure 3. The difference in estimated survival is striking, diabetic patients have a noticeably lower survival probability in the long term. Moreover, the shape of the survival distribution suggests a decreasing and arc-shaped hazard rate for non-diabetic and diabetic patients respectively, this is important because non-diabetic patients having survived for over 50 weeks will probably recover (hazard rate is low) while diabetic patients are still at a significant risk of an adverse event. The personalized interpreter applied to all patients at risk of cardiovascular diseases with diabetes systematically reveals that diabetes is associated with reducing median survival for all patients (on average by 11%), with the reduction being statistically significant for 32% of all diabetic patients in the considered cohort.

As previously mentioned, the survival benefit of the second generation cfLVAD is heterogeneous. We applied the personalized interpreter to assess the impact and significance of cfLVAD on all patients in our cohort that were treated with these devices. We found that the observed effect of median survival (computed with (12)) was statistically significant ($p < 0.05$), adjusted for multiple testing with Bonferroni Correction [35], for 51% of the patients treated with cfLVAD. Moreover, a closer inspection into the feature distribution among patients for which the cfLVAD was significantly beneficial for survival and among patients for whom it was not reveals noticeable differences. Patients for which cfLVADs were not significantly beneficial had on average 3% higher weight, 4.5% more cases of diabetes, 11.5% higher levels of Creatinine and a 5% higher body mass index. Based on our findings, a more efficient cfLVAD allocation scheme can be constructed accounting for these patient characteristics, shown to be relevant for survival outcome with cfLVADs.

Analysis of co-morbidities: Diabetes

Interactions among chronic diseases in multi-morbid populations greatly affect the clinical presentation and progress of a disease of interest which has far-reaching effects on treatment

Figure 2 graphically shows the behaviour of the two groups and the comparison of the survival functions estimated by HBS with those predicted by Kaplan Meier (KM) and Cox models. The empirical KM curves for the two subgroups show crossing survival functions suggesting that cfLVADs impart an initial benefit on survival proportions (left panel). The curves estimated by HBS capture this relationship (middle panel) and moreover is able within the subgroup treated with cfLVADs to distinguish between patients. For illustrating individual estimates from HBS, the right panel shows survival curves of a 56 year-old male with no known adverse covariates and a 35 year-old female who had received a previous transplant and high doses of Creatinine. At the 100 week time horizon he has an estimated probability 40% above average survival while she has a predicted survival probability 50% below average. For illustration, on the left panel we show curves estimated by the basic Cox model, which is unable to capture the crossing behaviour.

**TABLE II**

<table>
<thead>
<tr>
<th>Models</th>
<th>3 Months</th>
<th>1 Year</th>
<th>3 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cox</td>
<td>0.628±0.029</td>
<td>0.611±0.022</td>
<td>0.589±0.024</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.626±0.028</td>
<td>0.610±0.022</td>
<td>0.589±0.024</td>
</tr>
<tr>
<td>Aalen</td>
<td>0.625±0.028</td>
<td>0.610±0.022</td>
<td>0.591±0.023</td>
</tr>
<tr>
<td>CoxBoost</td>
<td>0.632±0.033</td>
<td>0.614±0.028</td>
<td>0.593±0.028</td>
</tr>
<tr>
<td>RSF</td>
<td>0.652±0.025</td>
<td>0.624±0.020</td>
<td>0.602±0.025</td>
</tr>
<tr>
<td>CForest</td>
<td>0.667±0.025</td>
<td>0.627±0.024</td>
<td>0.605±0.025</td>
</tr>
<tr>
<td>BART</td>
<td>0.672±0.026</td>
<td>0.628±0.025</td>
<td>0.622±0.026</td>
</tr>
<tr>
<td>Wei-Tree</td>
<td>0.675±0.027</td>
<td>0.637±0.024</td>
<td>0.629±0.030</td>
</tr>
<tr>
<td>HBS</td>
<td>0.697±0.025</td>
<td>0.646±0.021</td>
<td>0.627±0.026</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Models</th>
<th>3 Months</th>
<th>1 Year</th>
<th>3 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cox</td>
<td>0.206±0.010</td>
<td>0.237±0.004</td>
<td>0.245±0.010</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.206±0.010</td>
<td>0.237±0.004</td>
<td>0.245±0.011</td>
</tr>
<tr>
<td>Aalen</td>
<td>0.206±0.011</td>
<td>0.237±0.005</td>
<td>0.245±0.010</td>
</tr>
<tr>
<td>CoxBoost</td>
<td>0.207±0.008</td>
<td>0.238±0.003</td>
<td>0.242±0.010</td>
</tr>
<tr>
<td>RSF</td>
<td>0.201±0.014</td>
<td>0.237±0.008</td>
<td>0.235±0.009</td>
</tr>
<tr>
<td>CForest</td>
<td>0.195±0.009</td>
<td>0.230±0.003</td>
<td>0.235±0.006</td>
</tr>
<tr>
<td>BART</td>
<td>0.193±0.009</td>
<td>0.217±0.008</td>
<td>0.216±0.010</td>
</tr>
<tr>
<td>Wei-Tree</td>
<td>0.195±0.011</td>
<td>0.230±0.008</td>
<td>0.241±0.016</td>
</tr>
<tr>
<td>HBS</td>
<td>0.191±0.009</td>
<td>0.225±0.008</td>
<td>0.225±0.012</td>
</tr>
</tbody>
</table>

**D. Predictive Performance**

We consider all baseline models described in Section V-A for $C$-index and Brier Score comparisons at time horizons 3 months, 1 year and 3 years. All results are computed via 3 fold cross-validation with the settings of section V-C and average
performance is reported. Confidence bands correspond to $95\%$ confidence intervals across the 3 folds. The results on Table II and Table III are informative of the underlying structure in the data, we expected for instance complex feature relationships which explains the out-performance of nonparametric methods with respect to models assuming a linear covariate influence. HSS outperforms all baseline algorithms because we believe its flexibility, while maintaining a general parametric survival structure, is able to capture heterogeneous signals while preventing overfitting with reasonable prior restrictions (in both the survival distribution and prior parameter distributions). In contrast, purely nonparametric methods are not able to interpolate efficiently in the case of rare feature specifications and events which are prevalent in heterogeneous populations.

VII. CONCLUSION

Diagnostic and treatment decisions are still too often made based on the “average” patient. Understandably, the relationship of a particular treatment or condition to survival can vary greatly within populations and is important in guiding clinical decisions and understanding the disease. We introduced a flexible Bayesian ensemble method for personalized survival prediction and a model agnostic personalized interpreter to further analyze individual model outputs. The data is modelled with a rich survival distribution whose location parameter is influenced by data through a Bayesian nonparametric model and its shape and scale parameters are influenced by a subgroup partition of the population. For healthcare practitioners, this means being able to provide more personalized care to patients with greater diagnostic certainty and provide treatment plans according to the latest medical evidence in medical data. We note that we could further personalize predictions by letting covariates influence the shape and scale parameters more flexibly, this could be particularly useful if the data does not suggest a natural partition. An interesting direction for future work would be to extend this setting to competing risks events which are prevalent in heterogeneous populations.
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