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Abstract
Training complex machine learning models for
prediction often requires a large amount of data
that is not always readily available. Leveraging
these external datasets from related but different
sources is therefore an important task if good pre-
dictive models are to be built for deployment in
settings where data can be rare. In this paper we
propose a novel approach to the problem in which
we use multiple GAN architectures to learn to
translate from one dataset to another, thereby al-
lowing us to effectively enlarge the target dataset,
and therefore learn better predictive models than
if we simply used the target dataset. We show the
utility of such an approach, demonstrating that
our method improves the prediction performance
on the target domain over using just the target
dataset and also show that our framework outper-
forms several other benchmarks on a collection
of real-world medical datasets.

1. Introduction
Modern machine learning methods often require large
amounts of data in order to learn the large number of param-
eters that define them efficiently, this may be because the
model itself is complex (such as a multi-layer perceptron)
and/or because the dimensions of the input data are large
(as is often the case in the medical setting (Alaa et al., 2018;
Yoon et al., 2018b)). On the other hand, large datasets for a
specific task such as counterfactual estimation and survival
analysis may not be readily available (Yoon et al., 2018a;
Lee et al., 2018). Equally, it might be the case that it is
desirable to learn a model that performs well on a specific,
potentially small, sub-population. For example, in the medi-
cal setting it is important that models to be deployed for use
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in hospitals perform well on each hospital’s patient popula-
tion (rather than simply performing well across the entire
population) (Wiens et al., 2014; Lee et al., 2012; Yoon et al.,
2017). Learning an accurate model using the limited data
from a single hospital can be difficult due to the lack of
data and it is therefore important to leverage data from other
hospitals, while avoiding biasing the learned model.

There are two main challenges presented when attempting
to utilize data from multiple sources: feature mismatch and
distribution mismatch. Feature mismatch refers to the fact
that even among datasets drawn from the same field (such
as medicine), the features that are actually recorded for each
dataset may vary. It can often be the case, for example, that
the practices in different hospitals lead to different features
being measured (Yoon et al., 2017). The challenge this
poses is two-fold - we need to deal with the fact that the
”auxiliary” hospitals’ datasets do not contain all the features
that have been measured by the target hospital and moreover
we leverage the information contained in the features that
are measured by the auxiliary hospitals but not the target
hospital.

Distribution mismatch refers to the fact that the patient pop-
ulation across two hospitals may vary. For instance, it may
be the case that hospitals located in wealthier areas serve
wealthier patients and that because of a patient’s wealth,
they are likely to have received a different standard of care
in the past, therefore one might expect that patients in this
hospital are more likely to exhibit “healthier” characteristics,
whereas a hospital in a poorer area is more likely to have
an average patient exhibit “sicker” characteristics. In order
to utilize the datasets from several hospitals to construct
a hospital-specific predictive model, we need to deal with
the distribution mismatch between the source and target
datasets. Otherwise, the learned predictive model will be bi-
ased and could perform poorly in the targeted setting. There
is a wealth of literature that focuses solely on this problem,
working under the assumption that all domains contain the
same features. This paper provides a natural solution to
both and is therefore solving a more general problem than
frameworks tackling only distribution mismatch.

In this paper, we propose a novel approach for utilizing
datasets from multiple sources to effectively enlarge a target
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dataset. This has strong implications for learning target-
specific predictive models, since an enlarged dataset allows
us to train more complex models, thus improving the predic-
tion performance of such a model. We generalize a variant
of the well known generative adversarial networks (GAN)
(Goodfellow et al., 2014), namely CycleGAN (Zhu et al.,
2017). The proposed model, which we call RadialGAN,
provides a natural solution to the two challenges outlined
above and moreover is able to jointly perform the task for
each dataset (i.e. it simultaneously solves the problem for
each dataset as if it were the target). We use multiple GAN
architectures to translate the patient information from one
hospital to another, leveraging the adversarial framework to
ensure that the learned translation respects the distribution of
the target hospital. To learn multiple translations efficiently
and simultaneously, we introduce a latent space through
which each translation occurs. This has the added benefit of
naturally addressing the problem of feature mismatch - all
samples are mapped into the same latent space.

We evaluate the proposed model against various state-of-the-
art benchmarks including domain translation frameworks
such as CycleGAN (Zhu et al., 2017) and StarGAN (Choi
et al., 2017) using a set of real-world datasets. We use the
prediction performance of two different predictive models
(logistic regression and multi-layer perceptrons) to measure
the performance of the various translation frameworks.

1.1. Related Works

Utilizing datasets from multiple sources: Several previ-
ous studies have addressed the problem of utilizing multiple
datasets to aid model-building on a specific target dataset.
(Lee et al., 2012; Heskes, 2000; Evgeniou & Pontil, 2004;
Liao et al., 2005) address this problem in the setting where
all datasets have identical features and provide no solution
to the feature mismatch problem described in the introduc-
tion. On the other hand, (Wiens et al., 2014) addresses only
the problem of feature mismatch (specifically in the medical
setting) and does not address the distributional differences
that exist across the datasets. In spirit, our paper is most
similar to (Wiens et al., 2014) as both are attempting to
provide methods for utilizing multiple medical datasets that
each contain a different set of features.

Conditional GAN: The conditional GAN framework pre-
sented in (Mirza & Osindero, 2014) provides an algorithm
for learning to generate samples conditional on a discrete
label. We draw motivation from this approach when we
define our solution to the problem when the label of interest
lies in a discrete space. However, we note (and demonstrate
in Fig. 5) that a conditional GAN has limited applications
in improving prediction performance - we cannot hope to
generate samples that contain further information about the
data than already contained in the dataset used to train the

data generating process if the input is simply random noise.

Pairwise dataset utilization: Adversarially Learned Infer-
ence (ALI) (Dumoulin et al., 2016; Donahue et al., 2016)
proposes a framework for learning mappings between two
distributions. It matches the joint distribution of sample and
mapped sample of one distribution to sample and mapped
sample of the other. However, due to the lack of restrictions
on the conditional distributions, the learned functions do not
satisfy cycle-consistency, that is, when mapping from one
distribution to the other and then back again, the output is
not the same as the original input. In other words, the char-
acteristics of the original sample are “lost in translation”.

Adversarially Learned Inference with Conditional Entropy
(ALICE) (Li et al., 2017) is an extension of ALI that learns
mappings which satisfy both reversibility (i.e. that the dis-
tribution of mapped samples match those of the other dis-
tribution in both directions) and cycle-consistency. More
specifically, ALICE introduces the conditional entropy loss
in addition to the adversarial loss to restrict the conditionals.
This conditional entropy loss forces cycle-consistency.

CycleGAN (Zhu et al., 2017) and DiscoGAN (Kim et al.,
2017) propose further frameworks for estimating cycle-
consistent and reversible mappings between two domains.
Using explicit reconstruction error in place of the condi-
tional entropy, CycleGAN and DiscoGAN ensure cycle-
consistency. However, ALICE, CycleGAN and DiscoGAN
are not scalable to multiple domains because the number
of mappings to be learned is M(M − 1) when we have M
datasets. Furthermore, each pair of mappings only utilizes
the two corresponding datasets when learning their parame-
ters, on the other hand our framework is able to leverage all
datasets when learning to map between a pair of datasets.

Multi-domain translation: StarGAN (Choi et al., 2017)
proposes a framework for multi-domain translation that is
scalable to multiple domains by using a single generator
(mapping) that takes as an additional input the target domain
that the sample is to be mapped to. This framework utilizes
all datasets to optimize the single generator. However, it
only applies when there is no feature mismatch between
domains. Moreover, the restrictive nature of modeling all
mapping functions as a single network may create prob-
lems when the mapping functions between different pairs
of domains are significantly different.

2. Motivation
To understand our solution to this problem we consider
a simple toy example. Suppose that X1 ∼ N (0, I2),
X2 ∼ N (µ, I2) and that Z ∼ U([−1, 1]2), so that
X1, X2, Z ∈ R2. Then there is a “simple” function f1

such that f1(X1)
d.
= X2, namely, f1(x) = x + µ. On the
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(a) Initial distribution (b) linear model (c) 1-layer perceptron (d) 2-layer perceptron (e) target distribution

Figure 1. Learning to map to the same target distribution for two different initial distributions (upper: Gaussian, lower: uniform)

other hand, an f2 such that f2(Z)
d.
= X2 is not as “simple”.

If for example we attempt to learn fi using linear regression,
then our approximation of f1 will be far better than our
approximation of f2, primarily because the function f1 lies
in the space of linear models, and f2 does not. Similarly, if
we model f as a neural net, then a larger capacity of neural
net will be required in order to learn a suitable f2 than to
learn a suitable f1. In particular, in order to learn more com-
plex functions, we require a network with a larger capacity,
however, in order to train such a network, we require more
training samples. Note that learning fi is precisely what
the GAN framework attempts to do, with f1 being learned
in the case that the GAN is given Gaussian noise, and f2
being learned in the case that it is given uniform noise. In
particular, the GAN framework can be very sensitive to the
type of input noise it is given.

Fig. 1 demonstrates this toy example for µ = (2, 2). As
can be seen in the top row of the figure, when the initial
and target distributions have similar shapes, the GAN frame-
work is capable of learning the function even when the
models are restricted to being low-capacity. On the other
hand, the bottom row demonstrates that, even given the mod-
erate capacity of a two-layer perceptron, the shape of the
initial distribution can make learning to map to the target
distribution difficult.

Note that the preceding discussion implies that (at least in-
tuitively) if two random variables have similarly “shaped”
distributions, then a mapping between them will be “sim-
pler”. In particular, if we have access to a random variable
we believe to be very similar to our target, we can expect
that generating samples of our target using this auxiliary
variable will be easier than generating samples of our target
using random noise. This motivates our approach to the
transfer learning problem. We use the auxiliary datasets as

the noise for a GAN framework, relying on the fact that
the complex shape of a hospital’s patient distribution will
be better matched by another hospital’s patient distribution,
than by random (Gaussian) noise.

3. RadialGAN
Suppose that we have M spaces X (1), ...,X (M), and that
for each i, X(i) is a random variable taking values in X (i).
Suppose further that Y is a random variable taking values
in some label space Y . Suppose that we have M datasets
D1, ...,DM with Di = {(x(i)j , yij)}

ni
j=1 where (x

(i)
j , yij) are

i.i.d. realizations of the pair (X(i), Y ) and ni is the total
number of realizations (observations) in dataset i.

For example, each X (i) may correspond to the space of
features (such as age, weight, respiratory rate etc.) that
the ith hospital (of M ) records, X(i) to a patient from the
ith hospital and Y might be 1-year mortality of the patient.
The dataset Di therefore contains observations of several
patients from hospital i.

Our goal is to learn M predictors, f1, ..., fM (with fi :
X (i) → Y) such that fi estimates Y for a given realization
of X(i) and we want to utilize the datasets {Dj : j 6= i} (as
well as Di) in learning fi.

Motivated by the preceding discussion, we do this by using
the datasets {Dj : j 6= i} as input to a GAN generator,
noting that the datasets collected within the same field (e.g.
medical datasets) are likely to be observing random vari-
ables with similar shapes. We provide two slightly different
instances of our framework depending on whether the label,
Y , is discrete or continuous. An overall picture of both
architectures is captured in Fig. 2.
For what follows, we introduce a space Z , that we refer
to as the latent space, and let αij =

nj∑
k 6=i nk

. Where an
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Figure 2. RadialGAN Structure - Z: latent space, X (i) × Y: ith
domain, Gi, Fi, Di: Decoder, Encoder, and Discriminator of ith
domain. The ith domain is translated to the jth domain via Z
using Fi and Gj .

expectation is taken, it is with respect to the randomness in
each of the pairs (X(i), Y ).

3.1. Continuous case

In the continuous setting we attempt to generate joint sam-
ples of the pair (X(i), Y ).

Let Fi : X (i) × Y → Z and Gi : Z → X (i) × Y for
i = 1, ...,M . We will refer to the maps {Fi : i = 1, ...,M}
as encoders and the maps {Gi : i = 1, ...,M} as decoders.
Then for each j, Wj = Fj(X

(j), Y ) is a random variable
taking values in the latent space Z and we define the ran-
dom variable Zi to be a mixture of the random variables
{Wj : j 6= i} with P(Zi = Wj) = αij . Sampling from Zi
therefore corresponds to sampling uniformly from

⋃
j 6=iDj

and then applying the corresponding Fj .

For i = 1, ...,M , we define the random variable
(X̂(i), Ŷ ) = Gi(Zi) ∈ X (i) × Y . We jointly train the
maps Gi, Fi for all i simultaneously by introducing M dis-
criminators D1, ..., DM , with Di : X (i) × Y → R, that (as
in the standard GAN framework) attempt to distinguish real
samples, (X(i), Y ), from fake samples, (X̂(i), Ŷ ).

We define the ith adversarial loss in this case to be

Liadv = E[logDi(X
(i), Y )] + E[log(1−Di(X̂

(i), Ŷ ))]

= E[logDi(X
(i), Y )] + E[log(1−Di(Gi(Zi))]

= E[logDi(X
(i), Y )]

+
∑
j 6=i

αijE[log(1−Di(Gi(Fj(X
(j), Y ))))]. (1)

Note that Liadv depends on Di, Gi and {Fj : j 6= i}.
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Figure 3. Block Diagram of RadialGAN - (1) (X(i), Y ) in source
domain i is mapped to latent space by encoder Fi, (2) Zj in latent
space is mapped to target domain j by decoder Gj , (3) translated
tuple (X̂(j), Ŷ ) is mapped back to latent space Z using encoder
Fj to ensure cycle-consistency with Zj , (4) Zj is mapped back
to domain i using decoder Gi to ensure cycle-consistency with
(X(i), Y ).

We also introduce a cycle-consistency loss that ensures that
translating into the latent space and back again returns
something close to the original input and that mapping
from the latent space into one of the domains and back
again also returns something close to the original input, i.e.
Gi(Fi(x, y)) ≈ (x, y) and Fi(Gi(z)) ≈ z. This ensures
that the encoding of each space into the latent space cap-
tures all the information present in the original space. Note
that this also implies that translating into one of the other
domains and translating back will also return the original
input. We define the ith cycle-consistency loss as

Licyc = E[||(X(i), Y )−Gi(Fi(X(i), Y ))||2] (2)

+ E[||Zi − Fi(Gi(Zi))||2]

= E[||(X(i), Y )−Gi(Fi(X(i), Y ))||2] (3)

+
∑
j 6=i

αijE[||Fj(X(j), Y )− Fi(Gi(Fj(X(j), Y )))||2]

where ||·||2 is the standard `2-norm. Note that Licyc depends
on Gi and {Fj : j = 1, ...,M}.

3.2. Discrete case

In the discrete setting, rather than attempting to generate
the label, Y , we instead create additional samples by condi-
tioning on Y and generating according to the distributions
X(i)|Y = y for each i = 1, ...,M, y ∈ Y . Motivated by
the conditional GAN framework (Mirza & Osindero, 2014),
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(Odena et al., 2016), we do this by passing Y as an input to
our generator.

Let Fi : X (i) × Y → Z and Gi : Z × Y → X (i) for
i = 1, ...,M . Note that now Gi takes Y as an input, i.e.
it conditions on Y . As before, for each j, we define the
random variable Wj by Wj = Fj(X

(j), Y ) ∈ Z and we
similarly define Zi as above.

In contrast to the continuous case, we now define X̂(i) =
Gi(Zi, Y ) and the discriminators, Di, are now trying to
distinguish real samples of X(i)|Y = y from fake samples
X̂(i)|Y = y.

The adversarial and cycle-consistency losses are defined in
a similar manner to the continuous case.

3.3. Training

For the remainder of this section, we will focus on the
continuous case, but equivalent expressions can be written
for and similar discussions apply to the discrete case. For
all i, we implement each of Fi, Gi and Di as multi-layer
perceptrons and denote their parameters by θiF , θiG and θiD
respectively.

Using the losses Liadv and Lirec we define the objective of
RadialGAN as the following minimax problem

min
G,F

max
D

( M∑
i=1

Liadv(Di, Gi, {Fj : j 6= i}) (4)

+ λ

M∑
i=1

Licyc(Gi,F)

)

where G = (G1, ..., GM ),F = (F1, ..., FM ) and D =
(D1, ..., DM ) and λ > 0 is a hyper-parameter.

As in the standard GAN framework, we solve this minimax
problem iteratively by first training D with a fixed G and
F using a mini-batch of size kD and then training G and F
with a fixed D using a mini-batch of size kG. Pseudo-code
for our algorithm can be found in Algorithm 1. Fig. 3 de-
picts the interactions that occur between the Fi, Gi, Fj , Gj
and Dj for i 6= j when Zj = Wi.

3.4. Prediction

After we have trained the translation functions G1, ..., GM
and F1, ..., FM , we create M augmented datasets
D′

1, ...,D′
M where D′

i = Di ∪
⋃
j 6=iGi(Fj(Dj)). The

predictors f1, ..., fM are then learned on these augmented
datasets. In Section 4 we model each fi as a logistic re-
gression, but we stress that our method can be used for any
choice of predictive model and we show further results in
the Supplementary Materials where we model each fi as a
multi-layer perceptron to demonstrate this point.

Algorithm 1 Pseudo-code of RadialGAN

Initialize: θ1G, ..., θMG , θ1F , ..., θMF , θ1D, ..., θMD
while training loss has not converged do

(1) Update D with fixed G, F
for i = 1, ...,M do

Draw kD samples from Di, {(x(i)k , yik)}kDk=1

Draw kD samples from
⋃
j 6=iDj , {(x

(jk)
k , yk)}kDk=1

for k = 1, ..., kD do

(x̂
(i)
k , ŷk)← Gi(Fjk(x

(jk)
k , yk))

end for
Update θiD using stochastic gradient descent(SGD)

OθiD −
( kD∑
k=1

logDi(x
(i)
k , yik)

+

kD∑
k=1

log(1−Di(x̂
(i)
k , ŷk))

)
end for
(2) Update G, F with fixed D
for i = 1, ...,M do

Draw kG samples from Di, {(x(i)k , yik)}kGk=1

Draw kG samples from
⋃
j 6=iDj , {(x

(jk)
k , yk)}kGk=1

end for
Update θG,F = (θ1G, ..., θ

M
G , θ

1
F , ..., θ

M
F ) using SGD

OθG,F

M∑
i=1

kG∑
k=1

log(1−Di(Gi(Fjk(x
(jk)
k , yk))))+

λ

M∑
i=1

kG∑
k=1

||(x(i)k , yk)−Gi(Fi(x(i)k , yk))||2+

λ

M∑
i=1

kG∑
k=1

||Fjk(x
(jk)
k , yk)− Fi(Gi(Fjk(x

(jk)
k , yk)))||2

end while

3.5. Improved learning using WGAN

The model proposed above is cast in the original GAN
setting outlined by (Goodfellow et al., 2014). To improve
the robustness of the GAN training, we can instead cast
the model in the WGAN setting (Gulrajani et al., 2017) by
replacing Liadv with the loss proposed given by

Liwgan = E[Di(X
(i))]− E[Di(Gi(Zi))] (5)

+ βE[(||OxDi(X̄i)||2 − 1)2]

= E[Di(X
(i))]−

∑
j 6=i

αijE[Di(Gi(Fj(X
(j))))]

+ βE[(||OxDi(X̄i)||2 − 1)2]
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(a) Initial distribution (b) n = 300 (c) n = 500 (d) n = 1000 (e) Target distribution

Figure 4. Mapping functions between two distributions with different initial distributions (upper: normal, lower: Gaussian mixtures).

where X̄ is given by sampling uniformly along straight
lines between pairs of samples of X(i) and X̂(i) and β is a
hyper-parameter.

4. Experiments
4.1. Verifying intuition

Using a synthetic example, we provide further experimental
results to back up the intuition outlined in Section 2 and in
Fig. 1. In this experiment we show that if the initial and tar-
get distributions are similarly shaped, the GAN framework
requires fewer samples in order to learn a mapping between
them.

Fig. 4 depicts the results of this experiment in which the tar-
get distribution is a Gaussian mixture with 5 modes, showing
a comparison between the quality of the mapping function
when the initial distribution is a simple Gaussian distribu-
tion (top row of figure) compared to a Gaussian mixture
with 4 modes (bottom row of figure). As can be seen in
Fig. 4, learning a good mapping from the 4 mode Gaussian
mixture to the target distribution requires fewer samples
than learning a good mapping from the simple Gaussian
distribution to the target.

4.2. Experiment Setup

Data Description: The remainder of the experiments in this
section are all performed using real-world datasets. MAG-
GIC (Pocock et al., 2012) is a collection of 30 different
datasets from 30 different medical studies containing pa-
tients that experienced heart failure. Among the 30 datasets,
we use the 14 studies that each contain more than 500 pa-
tients to allow us to create a large test set for each dataset.

We set the label of each patient as 1-year all-cause mortal-
ity, excluding all patients who are censored before 1 year.
Across the 14 selected studies the total number of features
is 216, with the average number of features in a single study
being 66. There are 35 features (53.8%) shared between
any two of the selected studies on average. The average
number of patients in each selected study is 3008 with all of
the selected studies containing between 528 and 13279 pa-
tients.1 For each dataset, we randomly sample 300 patients
to be used as training samples and the remaining samples
are used for testing.

Benchmarks: We demonstrate the performance of Radi-
alGAN against 6 benchmarks. In the Target-only bench-
mark, we use just the target dataset to construct a predictive
model. In the Simple-combine benchmark, we combine all
the datasets by defining the feature space to be the union of
all feature spaces, treating unmeasured values as missing
and setting them to zero. We also concatenate the mask vec-
tor to capture the missingness of each feature and then learn
a predictive model on top of this dataset. The conditional-
GAN (Co-GAN) and StarGAN (StarGAN) benchmarks
also use this combined dataset. The Cycle-GAN bench-
mark learns pairwise translation functions between pairs of
datasets (rather than mapping through a central latent space).
For a given target dataset (Wiens et al., 2014) creates an aug-
mented dataset by taking the additional dataset, discarding
features not present in the target dataset, and augmenting
with 0s to account for features present in the target but not
the source. The predictive model is then learned on this aug-
mented dataset. The way of hyper-parameter optimization
is explained in the Supplementary Materials.

1More details of the datasets (including study-specific statistics)
can be found in the Supplementary Materials.
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Table 1. Prediction performance comparison with different number of datasets (Red: Negative effects)

Algorithm M = 3 M = 5 M = 7

AUC APR AUC APR AUC APR
RadialGAN .0154±.0091 .0243±.0096 .0292±.0009 .0310±.0096 .0297±.0071 .0287±.0073

Simple-combine .0124±.0020 .0110±.0016 .0132±.0020 .0118±.0026 .0135±.0017 .0156±.0025
Co-GAN .0058±.0028 .0085±.0026 .0094±.0018 .0139±.0036 -.0009±.0015 -.0013±.0027
StarGAN .0119±.0015 .0150±.0013 .0150±.0025 .0191±.0013 .0121±.0020 .0160±.0021

Cycle-GAN -.0228±.0112 -.0306±.0085 -.0177±.0082 -.0196±.0085 -.0076±.0022 -.0168±.0030
(Wiens et al., 2014) -.0314±.0075 -.0445±.0125 -.0276±.0057 -.0421±.0052 -.0292±.0054 -.0411±.0063

Metrics: As the end goal is prediction, not domain trans-
lation, we use the prediction performance of a logistic re-
gression and a 2-layer perceptron to measure the quality
of the domain translation algorithms. We report two types
of prediction accuracy: Area Under ROC Curve (AUC)
and Average Precision Recall (APR)23. Furthermore, we
set the performance of the Target-only predictive model
as the baseline and report the performance gain of other
benchmarks (including RadialGAN) over the Target-only
predictive model. We run each experiment 10 times with
5-fold cross validation each time and report the average
performance over the 10 experiments.

4.3. Comparison with Target-only GAN

Before extensively comparing RadialGAN with the pre-
viously mentioned benchmarks, we first demonstrate the
advantage of using auxiliary datasets to generate additional
samples over using just the target dataset to train a generative
model. We compare the performance of a predictive model
trained on 3 different datasets: the original target dataset
(Target-only), one enlarged by translating other datasets to
the target domain using RadialGAN, and one enlarged using
a standard GAN trained to simulate the target dataset (and
using no other datasets, i.e. only use the target dataset).

As can be seen in Fig. 5, as the number of additional sam-
ples we provide increases, RadialGAN achieves higher pre-
diction gains over the target-only predictive model. On
the other hand, the target-only GAN shows a tendency to
worsen the predictive model, particularly when a larger num-
ber of samples are generated. This is because the samples
generated by a target-only GAN cannot possibly include
information that is not already contained in the dataset used
to train the GAN (i.e. the target dataset). Moreover, due to
the limited size of the target dataset, the samples produced
by the GAN will be noisy, and so when a large number of
them are generated, the resulting dataset can be significantly

2Unless otherwise stated, we calculate these individually for
each dataset and then report the average across all datasets.

3The results presented in this section are for logistic regression,
with the 2-layer perceptron results reported in the Supplementary
Materials.
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Figure 5. Comparison to Target-Only GAN

noisier than the original. On the other hand, RadialGAN is
able to leverage the information contained across multiple
datasets to generate higher quality (and therefore less noisy)
additional samples.

4.4. Utilizing Multiple Datasets

In this subsection, we compare RadialGAN to the other
benchmarks when we vary the total number of datasets. In
the first experiment we select 3, 5 or 7 datasets randomly
from among the 14 already chosen. Table 1 shows the
average improvements of prediction performance over the
Target-only benchmark.

As can be seen in Table 1, RadialGAN consistently leads
to more accurate target-specific predictive models than the
target-only predictive model and other benchmarks. More-
over, as the number of domains (datasets) increases (from
M = 3 to M = 7), the performance gain increases due to
the larger number of samples that RadialGAN can utilize.
The performance of (Wiens et al., 2014) is usually worse
than the Target-only model due to the fact that it does not
address the problem of distribution mismatch across the
domains. Simple-combine, Co-GAN, and StarGAN each
treat the problem in a way that requires learning from a large
sparse matrix (equivalent to their being a large amount of
missing data); thus, even though the number of available
samples increases, the improvement of prediction perfor-
mance is marginal due to the high dimensional data.
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Figure 6. Performance improvements on each of the 14 studies.

Utilizing all datasets: In this experiment, we set M = 14
and so use all 14 datasets. We report the improvement of
AUC and APR for each study over the Target-only baseline
for each study individually in Fig. 6. We compare Radial-
GAN with three competitive benchmarks (Simple-combine,
StarGAN and (Wiens et al., 2014)). As can be seen in Fig. 6,
RadialGAN outperforms the Target-only predictive model
and other benchmarks in almost every study. Furthermore,
significant improvements can be seen in some cases (such as
Study 8 and 9). On the other hand, the performance improve-
ments by other benchmarks are marginal in all cases and
often the performance is decreased due to the introduction
of noisy additional samples.

4.5. Two extreme cases

In this paper, we address two challenges of transfer learn-
ing: (1) feature mismatch, (2) distribution mismatch. To
understand the source of gain, we conduct two further exper-
iments. First, we evaluate the performance of RadialGAN
in a setting where there is no feature mismatch (i.e. the
datasets all contain the same features), which we call Set-
ting A. We use the same MAGGIC dataset (used in Table 1)
with M = 5 but only use the features that are shared across
all 5 datasets. Second, we evaluate the performance of Radi-
alGAN in a setting where there is no distribution mismatch,
which we call Setting B. For this, we use the study in the
original MAGGIC dataset with the most samples (13,279
patients) and randomly divide it into 5 subsets. Then, we
randomly remove 33% of the features in each subset; thus,
introducing a different feature set for each subset.

As can be seen in Table 2, the performance of RadialGAN is
competitive with the other benchmarks in both Settings. The
performance gain is smaller than can be seen in Table 1 due
to the fact that RadialGAN is the only algorithm designed
to efficiently deal with both challenges, though RadialGAN

Table 2. Prediction performance comparison without feature mis-
match (Setting A) or distribution mismatch (Setting B)

Algorithm
Setting A Setting B

AUC APR AUC APR
RadialGAN .0169 .0249 .0313 .0331

Simple-combine .0098 .0183 .0271 .0285
Co-GAN .0027 .0173 -.0029 -.0013
StarGAN .0084 .0142 .0020 .0042

Cycle-GAN -.0113 -.0107 .0045 .0031
(Wiens et al., 2014) -.0148 -.0172 .0249 .0299

is still competitive in both settings individually. Note that
(Wiens et al., 2014) works well in Setting B because it is
designed for the setting where there is no distribution mis-
match. On the other hand, the performance gain of StarGAN
decreases in Setting B because it does not naturally address
the challenge of feature mismatch.

5. Conclusion
In this paper we proposed a novel approach for utilizing mul-
tiple datasets to improve the performance of target-specific
predictive models. Future work will investigate methods
for determining which datasets should or should not be in-
cluded in a specific analysis. By doing so, we hope to build
on the current algorithm such that it can automatically learn
to include suitable datasets which result in an improvement.
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