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Abstract

We present a new approach to ensemble learning for risk prognosis in heterogeneous medical populations. Our aim is to improve overall prognosis by focusing on under-represented patient subgroups with an atypical disease presentation; with current prognostic tools, these subgroups are being consistently mis-estimated. Our method proceeds sequentially by learning nonparametric survival estimators which iteratively learn to improve predictions of previously misdiagnosed patients - a process called boosting. This results in fully nonparametric survival estimates, that is, constrained neither by assumptions regarding the baseline hazard nor assumptions regarding the underlying covariate interactions - and thus differentiating our approach from existing boosting methods for survival analysis. In addition, our approach yields a measure of the relative covariate importance that accurately identifies relevant covariates within complex survival dynamics, thereby informing further medical understanding of disease interactions. We study the properties of our approach on a variety of heterogeneous medical datasets, demonstrating significant performance improvements over existing survival and ensemble methods.

1. Introduction

Boosting (Freund and Schapire, 1995; Freund et al., 1999) is a general ensemble machine learning approach that combines simple predictive models (also referred to as hypotheses) trained sequentially such that each one of them is explicitly encouraged to correct mistakes of previous hypotheses. We consider the problem of predicting event probabilities over time, such as death or onset of disease, with the aim of providing a fully individualized survival function for each patient. This effectively extends the general approach of boosting to event-time estimation, a setting which differs from the more familiar classification and regression problems.

The intuition of learning from the performance of previous hypotheses is especially appealing for improving predictions for patients that are consistently being mistreated with current policies. (Skinner et al., 2016; Falchuk and Falchuk, 2012) show that misdiagnoses in patients with atypical disease presentation or risk factors represent a major source of
patient harm. Their missed prognoses can be attributed in part to predictive models that do not accurately capture the heterogeneous patterns of disease present in modern patient populations, often because predictive models lack the flexibility to provide truly personalized predictions. A revealing example relates to patient populations at risk of cardiovascular diseases (CVD), associated with large health and economic burdens worldwide (Benjamin et al., 2017). In this case much of this burden is due to missed or delayed diagnoses in patients with no known risk factors or unusual symptoms (Quinn et al., 2017). This is the result of the excessively complex nature of the disease and its interactions with risk factors for which the underlying causal biological traits are poorly understood (Yao et al., 2014; MacLellan et al., 2012). For instance, (Kathiresan and Srivastava, 2012) show that even within a narrow phenotype, mortality rates can be highly divergent. Despite these findings, currently used medical risk scores are composed of linear associations of only few known risk factors (Wong et al., 2014; Schnabel et al., 2009) which do not accurately discriminate between patients.

Our approach intends to precisely focus on complex patterns and subgroups of patients that are consistently being misdiagnosed. Our goal is to use this intuition for improving risk prognosis without imposing assumptions such as proportional hazards - which restricts the rate of mortality of two populations to be in constant proportion over time-, accelerated failure times or pre-specified interactions between covariates and survival. We develop two nonparametric boosting-based algorithms that iteratively train shallow survival trees on samples of the patient population. After each iteration, the patient population is re-weighted so as to bias the next iteration toward correcting previous errors in the predicted survival function. Final survival estimates result from a weighted average of individual tree predictions dependent on each tree’s predictive performance. Our method provides an efficient scheme for learning in high-dimensional settings at a low computational cost and hence, it is able to leverage the full breadth of large medical health records.

We supplement our prognostic model with a post-processing step to assess covariate influence in determining survival predictions which can guide clinicians in better understanding the biology of the disease, particularly when a priori knowledge is scarce. We do this by examining the improvement in a measure of goodness of fit due to a particular risk factor -e.g. diabetes, cholesterol level etc.

**Technical Significance**  We develop an extension of boosting architectures to survival analysis, the problem of predicting the occurrence of events in time. In contrast to single time predictions (such as classification or regression), we estimate full probability distributions and propose a notion of prediction ”correctness” which successfully drives weak learners towards frequently mis-estimated patients over successive iteration.

**Clinical Relevance**  From a medical perspective our model contributes towards the field of “precision medicine”. Patient heterogeneity is one of the major reasons for the large share of misdiagnoses in chronic diseases. We present a predictive model designed to leverage the heterogeneity present in large modern data sets -by precisely focusing on misdiagnosed patients, and embracing the complexity in underlying relationships between events and patient covariates. Based on more individualized predictions our hope is that clinicians will improve long term prognosis, even for atypical patients.
2. Background

2.1. Problem Formulation

Our goal is to develop a prognostic risk score for heterogeneous populations. Each patient $i$ is characterized by a $d$-dimensional vector of covariates $\mathbf{x}_i \in \mathcal{X}$, $\mathcal{X}$ a $d$ dimensional input space, an outcome variable $T_i \in \mathbb{R}^+$ which represents the time until occurrence of the event of interest and an indicator variable $\delta_i = I(T_i < C_i)$ that indicates the type of event observed. Patients being followed in a medical study may drop-out resulting in a potential event being unobserved, $C_i$ represents this censoring time. Thus here $\delta_i$ refers to right censoring ($\delta_i = 0$) or the occurrence of the event ($\delta_i = 1$).

Our goal is to estimate the survival function $S : (\mathcal{X}, T) \rightarrow [0, 1]$ which represents the probability of event occurrence after time $t$ as a function of time $t$ and patient covariates $\mathbf{x}_i$,

$$ S(t|\mathbf{x}_i) = \mathbb{P}(T_i > t|\mathbf{x}_i) $$ (1)

The relationship between patient covariates, time and survival outcome will be complex for many modern data sets. Our aim is to estimate $S$ allowing for flexible interactions between patient covariates, time and survival that are personalized to each individual. That is, $S$ will be modelled by a flexible function with few assumptions constraining its behaviour. The relationship between survival and patient covariates is to be estimated from an observational data set $\mathcal{D}$ comprising $n$ patients assumed to be drawn i.i.d. from the random tuple $\{\mathbf{X}_i, \delta_i, \delta_i T_i + (1 - \delta_i)C_i\}$. The probability of event within a suitable time window $\Delta t$, $\mathbb{P}(T < t + \Delta t|T > t, \mathbf{x})$ is used as a risk score based on which clinicians design therapies for patients.

2.2. Related work

Survival analysis differs from other supervised settings by not only focusing on the event of interest but also analyzing the time to event. A full survival distribution is needed to guide therapy as opposed to single event predictions like those in standard classification settings. Prognostic tools most often build upon the Cox proportional hazards model (Cox, 1972; Katzman et al., 2016) and probabilistic frameworks based on parametric survival distributions (Fernández et al., 2016; Ranganath et al., 2016). The extensions cited above very flexibly model the interactions between a patient’s covariates and her survival but issue predictions from parametric functions that restrict the survival behaviour over time. For instance the Weibull distribution used in (Fernández et al., 2016; Ranganath et al., 2016) has a monotonically increasing or decreasing hazard function.

**Boosting for survival analysis** Boosting based algorithms have been proposed to study survival as extensions to the Cox proportional hazard model in (Ridgeway, 1999; Li and Luan, 2005). These were introduced in the gradient boosting framework (Friedman, 2001) that interprets the process of boosting prediction models as a step-wise optimization procedure applicable to any arbitrary differentiable loss function. The idea is to pursue iterative steepest ascent of the log likelihood function. The work in (Ridgeway, 1999) proposed to update parameter values $\beta$, in a linear model, computed based on the negative gradient of Cox’s partial likelihood. Subsequently in (Li and Luan, 2005) the authors extended...
the procedure to handle high-dimensional gene expressions. Alternative parameter (β) optimization procedures have also been proposed in (Binder and Schumacher, 2008) and (Mayr and Schmid, 2014). The former involves the direct maximization of the partial log-likelihood to update parameter values in a linear model, rather than based on correlations as in (Ridgeway, 1999). The latter proposed to optimize a smoothed approximation to the concordance index, a common performance measure for censored outcomes. We note that in all the above mentioned boosting algorithms, final survival estimates are computed with,

\[
S(t|x_i) = \exp \left( \int \lambda_0(t) \exp(\beta^T x_i) dt \right)
\]  

where \(\lambda_0(t)\) is the baseline hazard function, related to survival by \(\lambda(t) = -\partial \log(S(t))/\partial t\), and \(\hat{\beta}\) is a vector of estimated parameter values. Therefore they carry the assumption of proportionality of hazards (the ratio of hazards \(\lambda_i(t)/\lambda_j(t)\) is independent of time) and assume linearity in covariate interactions (\(\beta^T x_i\)). In contrast our method learns flexible nonparametric survival functions for an individual patient not restricted by proportionality of hazards and is able to learn arbitrary interactions between patient covariates. This is important to capture individual idiosyncrasies and truly provide individualized prognosis (Ahuja et al., 2017).

**Bagging for survival analysis** Bagging based algorithms include Random Survival Forests methods such as those introduced in (Ishwaran et al., 2008) and (Hothorn et al., 2006). These are parallel ensembles in which fully grown survival trees are built independently on a bootstrapped sample of the data. In contrast we propose a sequential procedure with shallow survival trees grown on a data sample dependent on performance of previous trees. Bagging-based algorithms thus do not aim at correcting mistakes of previous hypotheses but aim to decrease overall variability of single tree predictions.

3. **Boosted Trees for Risk Prognosis**

This section describes our main contribution: two variants of Freund and Shapire's Adaboost algorithm (Freund and Schapire, 1995) for survival prediction we call SurvivalBoost.R and SurvivalBoost.T (R stands for regression and T for threshold). We will first describe the building blocks/steps of our approach in separate sections and then bring those together in a description of the overall procedure.

3.1. **Measuring misdiagnoses**

The key to boosting architectures is the re-weighting of those patients that are ”misclassified” at each iteration. In survival problems, the output given by a hypothesis \(h\) for a patient \(i\) is not correct or incorrect, but a probability function over time. Labels, when observed, correspond to a draw from an underlying true survival distribution. We propose to measure the ”miss-classification” between the model survival predictions and the true survival state of the patient at a given time as the mean squared difference in actual \(I(T_i > t)\) and predicted \(\hat{h}(t; X_i)\) survival outcomes over time, called the Brier Score (Mogensen et al., 2012). For prediction over the range of all future times we aggregate the Brier Score over time resulting
in the Integrated Brier Score (IBS).

\[
IBS(\tau) := \frac{1}{\tau} \int_{0}^{\tau} E \left[ (I(T_i > t) - \hat{h}(t; X_i))^2 \right] dt \tag{3}
\]

\(I\) stands for the indicator function. For censored patients, the time to the event of interest \(T_i\) will be unobserved and thus we approximate the integrand by its empirical mean weighted by the inverse probability of censoring at each time \(t\), \(\hat{W}_i(t)\) (Mogensen et al., 2012).

### 3.2. Survival Tree Construction

Trees are composed of leaves and nodes. Leaves define a partition for the data and are responsible for making predictions and nodes guide examples towards appropriate leaves using binary splits based on boolean-valued rules. Each node of our trees \(h\) partitions the population in more homogeneous subsets based on the split that results in the greatest reduction in the deviance (a measure of goodness of fit), assuming an exponential likelihood for the data (LeBlanc and Crowley, 1992). For a node \(C\) and individuals \(i\) in that node, the within-node deviance is defined as:

\[
D_C = \sum_{i \in C} \delta_i \log \left( \frac{\delta_i}{\hat{\lambda} t_i} \right) - (\delta_i - \hat{\lambda} t_i) \tag{4}
\]

where \(\hat{\lambda} := \sum_{i \in C} \delta_i / \sum_{i \in C} t_i\) is the maximum likelihood statistic for the rate parameter in the exponential model. The splitting criterion, as a function of the splitting covariate and cut-off value, then chooses the partition of the population (left and right children nodes in a tree representation) that maximizes the likelihood ratio statistic: \(D_{\text{parent}} - (D_{\text{left-daughter}} + D_{\text{right-daughter}})\), which measures the improvement in goodness of fit resulting from this partition. The performance of the reduction in the one-step deviance is very similar to the log-rank test statistic used in other survival tree implementations such as the Random Survival Forest of (Ishwaran et al., 2008) and its performance compares favourably to other splitting methods in the simulation analysis of (Shimokawa et al., 2015) for a variety of underlying hazard behaviours. The deviance has the advantage of quantifying the goodness of fit of a single split with respect to the overall tree which is used to understand the benefit of a single split and therefore also the influence of the covariate used in that split. We discuss covariate influence in section 3.5.

### 3.3. Terminal node predictions

Terminal node predictions of survival trees are made with the Kaplan-Meier estimator. Let \(C_j\) denote the index set of patients with terminal node \(j\), we compute survival prediction at terminal node \(j\) with the Kaplan-Meier estimator,

\[
\hat{h}_j(t) = \prod_{i \in C_j: t_i \leq t} \left( 1 - \frac{N_j(t_i)}{Y_j(t_i)} \right) \tag{5}
\]

where \(N_j(t_i)\) is the number of events at time \(t_i\) in terminal node \(j\) and \(Y_j(t_i)\) is the total number of individuals at risk at time just before \(t_i\) in terminal node \(j\). The terminal nodes
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Figure 1: Overview of our boosting procedure for survival analysis. (a) illustrates the training procedure of our model: the second survival tree \( \hat{h}^{(2)} \) is trained on weighted samples \( w_i^{(2)} \) of the patient data, depending on the predictive performance of previous survival trees on individual patients (in this case through errors \( e_i^{(1)} \) of tree \( \hat{h}^{(1)} \)). (b) shows the final output of the ensemble: we combine predictions (individual survival functions) of learned trees \( \hat{h}^{(1)}, \hat{h}^{(2)}, ... \) to produce flexible estimates of survival (left) and investigate influential covariates in the tree construction which results in a measure of covariate importance (right).

partition the sample space so this defines the survival function for the tree,

\[
\hat{h}(t; x_i) = \sum_j I(i \in C_j) \hat{h}_j(t) \tag{6}
\]

3.4. Ensemble Model

We introduce two implementations: SurvivalBoost.R and SurvivalBoost.T, which differ in the interpretation of errors or misdiagnoses by individual hypotheses. Our procedure is similar to the regression algorithms Adaboost.R2 by (Drucker, 1997) and Adaboost.RT by (Solomatine and Shrestha, 2004).

- SurvivalBoost.R: The error of hypothesis \( \hat{h} \) on each patient \( e_i \) is defined in SurvivalBoost.R as the individual estimate of the IBS,

\[
e_i := \frac{1}{T} \int_0^T \tilde{W}_i(t) \left( I(T_i^* > t) - \hat{h}(t; x_i) \right)^2 dt \tag{7}
\]

- SurvivalBoost.T: In contrast SurvivalBoost.T maps individual prediction errors \( e_i \) to the set \( \{0, 1\} \) by comparing these to a threshold \( \phi \) specified by the user, typically set...
by cross-validation and thus recovering the familiar classification setting of Adaboost. Specifically for SurvivalBoost.T,

\[ e_i := I \left( \frac{1}{T} \int_0^T \hat{W}_i(t) \left( I(T_i^* > t) - \hat{h}(t; x_i) \right)^2 dt > \phi \right) \]  

(8)

We note that performance results in practice can depend heavily on the choice of the threshold \( \phi \), as noted in (Shrestha and Solomatine, 2006). We found this drawback to be overcome consistently by heuristically setting \( \phi \) such that initially 30% of the training sample is forced to be considered miss-classified.

In each iteration \( m \) of the algorithm, following the error computation \( e_i \) for all \( i \) in the training set, we assign confidence \( \beta^{(m)} \), a function of the average error with respect to the data distribution, to individual hypotheses adjusted to lie in the interval \([0, 1]\) (Line 5 in Algorithm 1). Note that random guessing corresponds to an average error of \( e_i = 1/3 \). Increased weight is subsequently assigned to patients for which the error is largest, and lowered weight for more accurate predictions; the magnitude of this update is determined by the confidence \( \beta^{(m)} \) of an individual tree (line 6 of Algorithm 1). The algorithm is thus encouraged to focus on a potentially different subset of individuals sampled from the training set which become relatively harder to predict. We learn each individual hypothesis on a sub-sample of the original training data drawn with probabilities proportional to the weights updated in the previous round and without replacement. Incorporating randomness as an integral of the procedure decreases computational complexity and tends to reduce correlation in solutions of successive weak learners which we observed empirically to impact performance favourably (see the supplement). A theoretical justification for this observation can be found in the decomposition of the mean squared error with respect to an underlying true model \( S(t) \). The mean squared error is positively related to the correlation between individual survival trees; see the supplement for a derivation.

Final survival estimates result from a weighted average of individual survival trees \( \hat{h}^{(m)} \) with respect to the negative logarithm of their individual confidence, \( \log(1/\beta^{(m)}) \); low error of individual hypothesis leads to increased weight in the ensemble.

\[ \hat{h}_f(t; x_i) := \frac{\sum_{m=1}^M \log(1/\beta^{(m)}) \hat{h}^{(m)}(t; x_i)}{\sum_{m=1}^M \log(1/\beta^{(m)})} \]  

(9)

A graphical illustration of the boosting procedure is shown in Figure 1. The top of the figure shows the final outputs of our model: individual survival predictions on the left and a measure of average covariate importance on the right. The complete implementation of both algorithms is shown in Algorithm 1.

3.5. Covariate importance

Covariates that are used to make splits that improve goodness of fit are informative of survival predictions in comparison to others with less evidence of improving the fit. The deviance criterion introduced in equation 4 can be used to measure this relevance. Similarly to (Breiman, 2017), we measure overall covariate importance of an individual covariate by
Algorithm 1 SurvivalBoost

Input: Survival data set \( \mathcal{D} = \{(X_i, T_i, \delta_i)\}_i \) of size \( n \), number of iterations \( M \), initial weights \( w_i^{(1)} \propto 1 \), threshold \( \phi \), sampling fraction \( s \).

1. Compute inverse probability of censoring weights \( \hat{W}_i(t) \) for each patient \( i \).
2. for \( m = 1 \) to \( M \) do
   1. Let \( \mathcal{D}^* \) be a randomly sampled fraction \( s \) of training data \( \mathcal{D} \) with distribution \( w^{(m)} \).
   2. Learn hypothesis \( h^{(m)}: \mathcal{X} \times T \rightarrow [0, 1] \) on \( \mathcal{D}^* \).
   3. Calculate prediction error \( e^{(m)}_i \) for each patient \( i \).
      - SurvivalBoost.R: with equation 7.
      - SurvivalBoost.T: with equation 8.
   4. Calculate adjusted error of \( h^{(m)} \), \( \epsilon^{(m)} = \sum_i e^{(m)}_i w^{(m)}_i \).
   5. Calculate confidence in individual hypothesis:
      - SurvivalBoost.R: Let \( \beta^{(m)} = \frac{\epsilon^{(m)}}{2(1-\epsilon^{(m)})} \).
      - SurvivalBoost.T: Let \( \beta^{(m)} = \epsilon^{(m)} \).
   6. Update data distribution.
      - SurvivalBoost.R: \( w^{(m+1)}_i \propto w^{(m)}_i \beta^{(m)}(1-e^{(m)}_i) \).
      - SurvivalBoost.T: \( w^{(m+1)}_i \propto w^{(m)}_i \beta^{(m)} I(e^{(m)}_i = 1) + w^{(m)}_i I(e^{(m)}_i = 0) \).

Output: Final hypothesis \( \hat{h}_f \), the weighted average of \( \hat{h}^{(m)} \) for \( 1 \leq m \leq M \) using \( \log(1/\beta^{(m)}) \) as the weight of hypothesis \( \hat{h}^{(m)} \).

examining the sum of the likelihood ratio statistics, measuring goodness of fit, for each split using the covariate of interest in each tree of the ensemble. This is in contrast to Random Survival Forests of (Ishwaran et al., 2008) which uses a covariate permutation approach to identify changes in prediction error due to that covariate.

3.6. Computational Complexity

The computational complexity of both implementations is \( \mathcal{O}(DN(M+\log N)) \), where \( D \) is the number of covariates, \( N \) the number of patients and \( M \) the number of iterations. The burden of the complexity lies in the construction of the survival trees as the rest of the operations can be performed in \( \mathcal{O}(N) \). Assuming the data samples are sorted in each covariate the cost of finding the best survival tree is \( \mathcal{O}(DN) \). Sorting all the covariates will take \( \mathcal{O}(DN\log N) \) time and this has to be done only once before starting the first iteration. Hence, the overall cost of \( M \) iterations is \( \mathcal{O}(DN(M+\log N)) \). Now, the re-sampling mechanism can drastically reduce the computational complexity of the proposed approaches as only a fraction of \( N \) is used in every iteration.

4. Experimental Setup

Our experiments are presented in 2 parts. We present predictive performance results in comparison to competitive baseline algorithms on 7 different medical data sets related to cardiology. Next we introduce a synthetic data generation scenario to investigate the accurateness of covariate importance summaries and compare the performance of our boosting approach to Random Survival Forest on a challenging subset of the population. In the
supplement we provide an analysis of the dependence of performance on the complexity of the ensemble and amount of randomization introduced; these are the two hyper-parameters in our approach.

4.1. Evaluation

Performance assessment. In the presence of censoring we adopt two common approaches used in the literature: the time-dependent concordance index (C-index) (Gerds et al., 2013) defined as,

$$ C(t) := P(\hat{S}_i(t) > \hat{S}_j(t)|\delta_i = 1, t \leq T_j, T_i > T_j) $$

(10)

The time-dependent C-index as defined above corresponds to the probability that predicted survival times are ranked in accordance to the actual observed survival times, it thus serves as a measure of the discriminative power of a model. The C-index is defined on the [0, 1] interval, with 0.5 corresponding to performance of random guesses and 1 corresponding to perfect ordering of survival times. We also evaluate performance with the Integrated Brier Score (IBS) introduced in equation 7. In all experiments, these metrics are adjusted for censoring as in (Gerds et al., 2013) and (Mogensen et al., 2012).

Performance comparisons. The most natural algorithmic comparisons are done with existing ensemble methods in the survival analysis literature, those based on bagging and boosting. As a first comparison we evaluate the widely used standard Cox model (Cox) (Cox, 1972) that serves as a semi-parametric baseline with specified covariate interactions but unspecified baseline hazard function. We also compare with the Cox proportional hazards model by component-wise likelihood-based boosting (CBL) from (Binder and Schumacher, 2008) and the model-based boosting algorithm with the implementation based on the work of (Ridgeway, 1999) (CBM); both described in section 2.1. Implementations are done with the R packages CoxBoost and gbm. We evaluated also the approach of (Mayr and Schmid, 2014) that we denote C-index boosting (CindexBoost), directly maximizing a smoothed version of the C-index. The implementation is done with the R package mboost and code provided by the authors. For all boosting algorithms the number of iterations is optimized via cross-validation. Bagging-based algorithms used for comparison are Random Survival Forest (RSF) (Ishwaran et al., 2008) implemented with the R package RandomForestSRC, with the number of trees optimized through a grid search; and conditional inference forests (CRSF) (Hothorn et al., 2006) using conditional inference survival trees to construct the ensemble. CRSF is implemented with the R package pec.

4.2. Medical data studies

Our experiments on real medical data investigate the discriminative ability of SurvivalBoost.R and SurvivalBoost.T on patients at various stages of the trajectory of cardiovascular diseases (CVD). We consider preventive care efforts for patients at early stage of CVD development, end stage cardiac patients referred for heart transplantation and multimorbid patients diagnosed with cancer but simultaneously at risk of CVD. We give a brief description of the data below and refer the reader to the Supplementary material for more details and summary statistics.
4.2.1. Preventive care

We considered two major cohorts for preventive cardiology. The first is the Meta-analysis Global Group in Chronic heart failure database (MAGGIC), which holds data for 40,366 patients gathered from multiple clinical studies (Wong et al., 2014). The second cohort was extracted from the UK Biobank, which is a bio-repository with primary care data for more than 500,000 patients in the UK (Sudlow et al., 2015).

4.2.2. Heart transplant wait-list management

We extracted data from the United Network for Organ Sharing (UNOS) database \(^1\), which encompasses an open cohort of prospectively collected data containing information on all patients undergoing heart transplantation in the U.S. We selected a population of 792 patients wait-listed to receive a transplant.

4.2.3. Cancer diagnosed patients

We extracted 2 cohorts from the Surveillance, Epidemiology, and End Results (SEER) cancer registries. SEER is a public database \(^2\) which provides information on cancer diagnosed patients in the U.S. population. We consider patients diagnosed with breast cancer (SEER-I) and leukemia cancer (SEER-II).

![Figure 2](image.png)

Figure 2: Panel (a) shows an illustration of predicted survival curves with SurvivalBoost.R for three selected patients from the UNOS data set with different levels of Creatinine. In panel (b) we show predictive performance of SurvivalBoost.R, RSF and Cox models on a challenging sub-population of UNOS. In panel (c) wo show predicted covariate importance for the UNOS data according to SurvivalBoost.R.

4.3. Results

Predictive performance is computed by 5-fold cross-validation with implementation as described in section 4.1. Hyper-parameters of SurvivalBoost.R and SurvivalBoost.T were defaulted to 250 trees and a tree depth of 3 which were found to perform consistently well.

---

1. Available at [https://www.unos.org/data/](https://www.unos.org/data/)
We illustrate inference based on our model with the UNOS data set on Figure 2. On Tables 1 and 2 show performance measured by the $C$-index at the 50\% percentile of the empirical event time distribution and the Integrated Brier Score for all algorithms on all data sets.

For SurvivalBoost.R and SurvivalBoost.T a sub-sampling fraction of 80\% and 50\% was used, suggested by the synthetic analysis provided in the Supplement.

We illustrate inference based on our model with the UNOS data set on Figure 2. On panel (a) we show a sample of predicted survival trajectories for three selected patients with different levels of creatinine; a biomarker found to be highly relevant for disease progression with our covariate importance procedure (panel (c)). Creatinine has been shown to adversely impact progression of cardiovascular disease in (Wannameethee et al., 1997) which is reflected in our findings; patient A, B and C have measured creatinine levels in the 95\%, 50\% and 5\% percentile of the population respectively. On panel (b) we show $C$-index results at different time horizons on a subset of challenging patients of UNOS which we defined as: the 1/3 of the UNOS population with highest Integrated Brier Score (the subset with the highest discrepancy between predicted and actual survival) for survival predicted with a simple survival tree. In comparison to Cox and RSF, SurvivalBoost.R significantly outperforms on this subset which suggests that based on our model we would able to improve outcomes on patients that would otherwise be consistently mistreated. We get similar results with SurvivalBoost.T.
experiments. SurvivalBoost.R and SurvivalBoost.T are superior on all data sets with respect to the bagging-based algorithms SRF and CSRF which suggests that overall prognosis can be efficiently improved by boosting in contrast to a parallel bagging approach. We note also large performance gains with respect to the Cox-based models for the UNOS, UK Biobank and MAGGIC data sets for which non-linear interactions influence survival; which can be seen also by the competitive performance of the SRF and CSRF nonparametric algorithms. Our results show that SurvivalBoost.T tends to outperform SurvivalBoost.R on these data sets with patients at risk of cardiovascular diseases for which disease progression dynamics may be more heterogeneous and complex than for cancer-related SEER. We believe that on these data sets, the coarse threshold $\phi$ used by SurvivalBoost.T acts as an implicit regularizer, more robust to outliers which may occur in heterogeneous cohorts. On the SEER data sets Cox provides highly competitive performance which suggests that a linear combination of covariates provides a good description of survival. In this case the more subtle relative weight update measure (equation 8) of SurvivalBoost.R appears to better capture the more subtle differences between patients in comparison to SurvivalBoost.T.

4.4. Simulation Studies

We illustrate the ability of SurvivalBoost to distinguish between the relevance of different covariates with a synthetically generated population. We consider a non-linear data generating process based on the following association rule,

$$\Lambda(x_i) := 4 + \log(0.1x_{i,1} + 0.2x_{i,2} + 0.3x_{i,3}) + x_{i,4}$$

To ensure dynamics approximating survival settings $\Lambda(x)$ determines the shape parameter in a Weibull distribution ($W$) as in Table 3.

<table>
<thead>
<tr>
<th>Covariates $X_i \sim U(0,1)$</th>
<th>Time to event $T_i \sim W(2, \exp(\Lambda(X_i)))$</th>
<th>Censoring with prob. 0.8 $C_i \leftarrow U(0,T_i)$</th>
</tr>
</thead>
</table>

Table 3: Synthetic Data Generation

Each individual is described by 5 real valued covariates independently sampled from a standard uniform distribution but only 4 of them influence survival. We combine irrelevant and informative covariates to mimic information recorded in real world medical settings. In addition, we introduce imbalance in the outcome distribution by inducing right-censoring on a random subset of approximately 80% of individuals by altering survival time as follows: $C_i \leftarrow U(0,T_i)$. This is to reproduce a setting in which the event of interest is rare. We generated 10 data sets of 500 patients by sampling covariates and coefficients with these settings.

Figure 3 shows that SurvivalBoost in both implementations is able to recover the relative influence of covariates successfully. Note the increasing influence on survival of covariates $X_1, X_2$ and $X_3$ (since the coefficients are set to 0.1, 0.2 and 0.3) which is reflected in our results. $X_5$ was introduced as noise with no influence on survival.
5. Conclusions

We have introduced two boosting-based algorithms for survival prognosis and inference for covariate importance, designed to handle the heterogeneity present in modern medical datasets. Traditional survival analysis poses restricting assumptions on the data-generating process, forcing latent patterns to conform to prior assumptions regarding patient behaviour. Our approach overcomes this challenge through the use of an agnostic nonparametric framework. Our experiments on synthetic data suggest that both algorithms are able to correctly infer the relevance of covariates in a population of nonlinear survival dynamics. With extensive evaluations on real medical data, we have demonstrated performance improvements over current techniques.
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