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1. Configurations of the Experiments

Table 1. Configurations of the Experiments
Method Configurations

M-RNN

Model :Multi-Directional Recurrent Neural Networks
Initialization: Xavier Initialization [13]
Optimization: Adam∗ Optimization [14] (learning rate = 0.05)
Batch size = 100, Iterations = 1000
Depth: 2
Constraint 1: The matrix parameters are diagonals for the interpolation part.
Constraint 2:The diagonal part of the matrix is zero for the imputation part.
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