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ABSTRACT
2. PRIORITY-SCHEDULING QUEUING MODEL
Voltage/frequency configurable processors can provid ; . . . .
e : R . h this section, we consider a motion compensation
significant energy savings in video decoding systems due

0 T ; )
their ability to dynamically adapting the frequency and emporal filtering (MCTF) video coder which decomposes a

voltage according to time-varying workloads. In this pa| ervideo sequence into a hierarchy of transform framesca
9 ng ying y PapPeTy their dependencies and contribution to the overdéovi

algorithm that decodes jobs in order of their importancglua“ty' By setting the decoding of a transform frameas

I : ob, the system can organize jobs into different fsior
(quality impact), such that by setting the processor tblasses and use priority scheduling to process jobs.

various power levels and decoding only the most importa . .
. i . : owever, in order to analyze the average quality of the
jobs, different quality and energy tradeoffs can be aedie . ) .

. video under various processor powers, we first need to

We demonstrate that our algorithm performs well in. . . -
) . ) . ntroduce a queuing model to determine the probability that
practical decoding scenarios, where reducing the power {8

25% of the original power can lead to quality degradationj.sObS of different priority classes will miss their déaes.
of less than 1.0 dB PSNR. 2.1. Modeling Entropy Decoding Complexity as
Memoryless “Arrivals”

Index Terms—Multimedia Systems, Modeling, Complexity  Consider a buffer that streams jobs (or frames) ® th

Theory, Queuing analysis decoder according to a deterministic process which
corresponds to the frame rate of the video. Before
1. INTRODUCTION operations such as inverse transform (IT), motion

Dynamic voltage scaling (DVS) allows a processor tgompensation (MC), and fraction_al pixel interpo!atiorh) (F
dynamically adjust its operating frequency and voltage t§&" be performed, entropy decoding (ED) must first be used
time-varying workloads, which enables the system td° reconstruct the average and error frames. In éuos,
optimize energy-delay tradeoffs for tasks where jobd tee W€ construct a queuing theoretlg model for the decoding
be completed by certain deadlines [1]. As a result, By | Process by treating ED complexity as an arrival process,
popular solution for delay-sensitive multimedia application@nd the total complexity associated with each unit of ED
running on energy-constrained systems [2]. Currentlyt mo§OMPplexity as the service time. _ _
DVS algorithms are used in conjunction with earliest N order to determine the complexity of decoding a
deadline first (EDF) job scheduling [2] [3]; however, suchparticular frame,we c.olllected job executl_on times (offline)
scheduling policies may not perform well when theffom a set of l:.L tralnlng. sequences with 16 GOPs each,
workload is high, or the system is severely energf}‘eCOd_ed at 7 d|fferent“b|t rateg. Based on the data, we
constrained. In this paper, we propose a quaIity—adapti\}EveSt'.gated the complexities contnbu.ted by dn‘fergnt stes of
DVS algorithm based on priority scheduling, where joles ardécoding process. The total complexity for decoding a dass
decomposed based on their importance, such that mdfRy: ¢ = L....I in sequencecq is given byCj™ , where:
important jobs are processed first. In this way, thiey O = O + Citt + Oixe + OiF @)
stream can be decoded at various quality levels evéwe if twhere each ¢, op € {ED,IT,MC,FI}, indicates the
system energy is insufficient for decoding all schedulbd jo complexity associated with one type of decoding step foba jo
before their deadlines. Based on the priority-schedulingf classi. Note that in some casest — 0. For example, the
mechanism, we introduce several DVS algorithms t@omplexity of a top level L-frame requires only entropy
achieve graceful quality degradation under low systerdecoding and inverse transform, while the top leffelframe
energy. requires motion compensation to restore the next lowet leve
frames. The entropy decoding complexity, however, exists for



each job and interestingly, can be modeled by a shifted arince the decoding of each frame consists of morejtisn

scaled Poisson distribution (shown in Figure 1): entropy decoding, for each arriving GOC, we need to
O3, o @0, + b 2 approximate the distribution of the complexity of other
’ . ’ A .- teps (e.g. inverse transform or motion compensation)
where the normalized complexity distribution@f%?, is: S . . :
O E)Vm Y ED associated with the GOC. We modeled the service rate pe
P, () = ()" e ®3) GOC, by dividing the total complexity (in tics) assoeit

n!

where . is the Poisson bin numbegse (r) is the probability with the decoding of each frame by the complexity of

?.ED i i i
that the normalized complexity falls into bin, and ¢4 is the entrppy decod!n.g .F'g‘.”e . 2 shows examples of resulting
¢ service complexity distributions

shape parameter for the normalized complexity distribution:
Figure 1 shows the normalized ED complexitiegs, for — 2.3. Non—Prgemptive M /G /1 Priority Queuing and
various L-frames and H-frames averaged over all trainingelay Analysis

sequences. Based on the decomposition of jobs into arriving ED GOC
Due to the form for ED complexity distribution, we canwe propose a DVS system that uses priority scheduling to
model ED complexity as a pure Poisson distribution scaled byp’;\'ocess the incoming GOCs as packets. We model the
constant number of cycles, which we call a “groups of cyclessystem as a non-preemptivg/ /G /1 priority queuing
(GOCs). It is a well-known fact that when ED GOCs “arrive” system. Priority scheduling ensures that even if rigolas
according to a memoryless process, a Poisson distributeén be processed before the display deadline, the higher
number of ED GOCs will occur in any fixed time period [5]. priority jobs will be processed first, so that theg anore
Since frames arrive periodically according to a fixed &aate, |ikely to satisfy their deadline constraints. Effeetiy this

the ED GOCs form a memoryless arrival process. enables the system to gracefully adapt the quality to
ED complexity for L4 frames ED complexity for H3 frames . .
30 different amounts of available energy.
% e - Let D,, be the delay of processing a GOC of class

N
=}

20

and definepy{D,;, > 7;} to be the probability that a GOC
arriving at timet¢ can not be processed before deadline
t + 7;. Note that in reality, all GOCs of the same jobéa

-
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Frequency of occurence
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% Nomalized compiadty - Nomatzed Comuiy the same hard deadline regardless of their arrival times
. ED complexity for H2 frames - ED complexity for H1 frames SO the delay bounm WOU|d nOt be flxed for every GOC Of
— o I et a job. However, considering that GOCs of the samsscla

poisson fit

40 poisson fit

need to be processed in FIFO order to complete theheb,

deadlines for the first GOCs in the job may be sdtezao
accommodate the processing time delay induced on later

0 50 w % W e w GOCs. For the purpose of analysis, we approximate the

Normalized Complexity Normalized Complexity . .
Figure 1: Normalized entropy decoding complexity for various L delaysT; tolerated by all GOCs within the same class to be

and H frames in a 4 temporal level MCTF GOP averaged over approximately equal. In order to determine the probability
various training sequences. of violating the delay deadline for a non-preemptive fisior

] ) ] queuing system, we first define the load on the system
2.2. GOC Service Time Modeling induced by priority clasg with service times;, as:

A L4 lexit) bil A H3 lexit bil . — . .
5 verage L4 complexity per bin verage H3 complexity per bin pz,k — AZE[SZ,R‘] (4)
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Let o), = zt p;; De the total load of traffic coming from
priority classes 1 ta, and let ;. be the average service
rate for a class job in processor operating mode The

average waiting time in the queue for priority class

@
=)

N
=)

Frequency of occurence
Frequency of occurence
B
o

o

s oftics O % L™ GOCs can then be expressed as [8]:
Average H2 complexity per bin Average H1 Complexity per bin I
g @ g ® E[W,,] = ! S Pak o (5)
£ o ’ 21— o1 ) (=00 ) S hn
5 5 From the average waiting time, we can obtain an
§ 10 g approximation for the probability that the waiting time
g, g, exceeds some timte We use the waiting time tail
0 5 10 15 0 5 10 15 20 . . . .
#oftics #oftics approximation to estimate the tail of the delay:
Figure 2: Example of total complexity per arriving ED GOC for Pr{D, > T} =Pr{W, + Sy > T}
various frames in a 4 temporal level MCTF GOP. The stesi T, (6)
are averaged over several sequences. 72 p, exp| — :

E[W,. + ES]



Note finally that the fraction of busy time in af /G /1
queuing system ig .

3. DVS ALGORITHMS FOR GRACEFUL QUALITY
DEGRADATION

In this section, rather than servicing jobs accordntheir
deadlines, we service jobs based on priority leveld) tuet
a lower quality level can be achieved even if nofralines
can be decoded. (S€@gure 3for an example concerning 3

For a convex quality to power functionP(¢), the
distribution of Q with g Q] = Qe that minimizes the
expected value of the functiop|p(Q)] is Q = Quye With
probability 1 if P(Q,,. ) € {R,....,Px }, OF else
Qe =@
@y with prob. @ 0

B Qk*+1 with prob_ Qk*+17Qavg ’

Q9

Q 9)

whereg. < q,, <q,.,,- @ then minimizesg|p(Q)], which
ives us the solutions, to Optimization Problem

temporal level MCTF.) Based on this decomposition, w
formulate and analyze a number of DVS optimizatior]
problems based on probabilistic delay constraints. #ginb

with a simple optimization problem, where a processof

determines different fractions of timey, to operate at
different power levels?,, & = 1,...,K .

Optimization Problem 1: Minimize the Average Active

Power given an Average Video Quality
K

min oL}
a:(al,...,aK)kzl
K )
S.t.z G > Q"Wg
k=1
K
Yo =1
k=1
where:
L\
@ = ZXAz Pr{Dyy <t} ©
i=1

is the average quality of the decoded sequence at power

Deadlin-based Job Decomposit

Job 1 Job 2 Job 3 Job 4
A-frame: A-frame: A-frame: A-frame:
H-frame 1 H-frame 1 H-frame 1 H-frame 1
L-frame 1 L-frame 1
H-frame: H-frame :

L-frame: L-frame :
H-frame ¢
L-frame * (a)

Priority-based Job Decomposition

Job 2 | H-frame & | L-frames ! |
Job 3 | H-frames ; | L-frames : |
Job 4 | H-frames : | A-frame: |

(b)

level B, . Here, « is a vector with components that are therigure 3: (a) Deadline-based job decomposition and (b) Priority-

fraction of time the processor is set to operate weptevel
P, and A, is the quality slope parameter for priority
GOCs (i.e. the average quality contributed to video by
priority ¢ GOC.) as introduced in [4]. Note that /) is
the fraction of GOCs of priorityi received from the
bitstream. Thus, the first constraint requires tha¢ th
average quality of the video is at leag,, . This problem
turns out to be a linear programming problem, sidge
and @, are constants. We can thus solve this via th

simplex method. However, an even simpler closed-form

solution exists if we explicitly consider the propertids o
power with respect to quality.

Proposition 1: If quality is a concave increasing function
of ED complexity, and there are a finite number of
power/frequency levels, the optimal solution to
Optimization Problem 1 is to run the processor always at a
single power level, or to perform time sharing between two
adjacent power levels.

based job decomposition for 3 temporal level MCTF. The
temporal level is indicated by the number beside the frame type.

 we now consider the case where the processor may s
down during idle times and expend essentially zero energy,
we have a different optimization problem.

Optimization Problem 2: Minimize the Average Power

given an Average Video Quality

K

€ min

apppby
o‘:(o‘la---ao‘K)kzl

LY 10
Stz aka Z Qavg ( )
k=1

K
Zak =1
k=1

This problem is no longer convex. However, given that t

optimal mode of operation should keep the system
nonempty with high probability, the processor power
should hover between at most a few power levels. df th

Proof: Let () be a discrete random variable which takes or$olution is to run the processor at a nearly constaner
quality levels @, with probability ¢, . Since power is a level, we can determine a near optimal fixed power under

convex function of frequency [7] and complexity (and thuomplexity O(K -I) given an average desired video
the processor frequency) is a convex function of quasity [ quality.
power is a convex function of the required average qualityOptimization Problem 3: Choose a minimum fixed power



min B, (11) classes based on the strict priority scheduling policy, a
SLQp > Quug priority scheduling policy with queue-purging of expired
'Pbs, and Algorithm 1. Table 1 includes averaged results
rom many sequences encoded by 4 temporal level MCTF
sed on different processor operating frequencies. For
Algorithm 1, we used((1) = 1.57(2) = 3Y(3) = 3f, for the
J{rst 3 priority classesTable 2 compared the frame rates,

periodically purges the queue of expired jobs, thereby reducingger?les,tandr?uaagtydleve![s achieved Llj_ndzr dnfier(fant energy
the average waiting time for different classes. Finally, we nstraints, wher enotes a normafized unit of energy
gonsumed. The results show that there is only a loss i

We now propose several simple priority scheduling and pow
scheduling algorithms for DVS. The first algorithm chooses
constant power based on the arrival rate and service ti
statistics by solving Optimization Problehwith various levels

of Q... The second algorithm is the same as the first, b

present a combined DVS and job scheduling algorithm usin . .
y . . . . uality of about 1.0 dB when the power is scaled down by
priority scheduling with queue purging along with a last secon 5%, which demonstrates that our algorithm gracefully

power increase. Whenever a job in a clasds within 6 s th lity t . i
seconds of being expired, the system will increase the processebqap s (he quaiity to varying energy consumption.

power according to the job’s priority by somg() , thereby Table 2: Comparisons of quality-energy adaptation points

increasing the chance of that job being decoded on time. achieved by algorithm 3 for th@oastguard andStefan sequences.
. . . . . . |, Alg Frame rate Energy PSNR (dB):
Algorithm 1: Priority scheduling with last second power increase (fps): consumed:
1. Solve Optimization Problem3 for Quyg. - Seq | Cstgrd | Sefan | Csigrd | Sefan | Csigrd | Sefan
2. Vhile jobs are available, , EDF | 30.00 | 30.00] 2.63E | 241E| 33.24| 27.35
3. For the highest priority class ¢, , 1 | 2648 | 2367 215E[ 2158 3208 271
such that the}l |deadl_| ne _of |a j ob r: n c;ass_ 1 1 20.04 18.05 1.26E 1.25E 3251 26.70
W expire in less than time
4 Set P By, +T(0). 1 16.17 | 15.23| 0.65E | 0.65E| 32.23| 26.48
1 1453 | 10.08| 0.28E| 0.29 3205 2594
5. end
6 Process highest priority job in FIFO
' order. Record service tinme §. 5. CONCLUSIONS
7 Subtract deadline of all other jobs bys. In this paper, we proposed an adaptive architecture
8. I deadline of ajob j is less than 0, combining both power and job scheduling to obtain scalabl
. . then purge job 7. energy-quality tradeoffs. Our results indicated that pgiorit
. en

scheduling based DVS algorithms can save a significant
amount of energy with only a small reduction to the dyali
4. SIMULATIONS AND RESULTS level. This work may be extended to multiple tasks or

Table 1: Comparisons of performances of various prioritymultiple processor environments for future research.
scheduling algorithms in terms of the percentage of deadlines
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Based on various average power levels for the processor,
compared the probability of dropping jobs of different



